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ABSTRACT

Validation of high-fidelity models for high-temperature hypersonic flows requires high-accuracy kinetics data for oxygen (O,) reactions,
including time-histories and rate parameter measurements. Consequently, shock-tube experiments with ultraviolet (UV) laser absorption
were performed to measure quantum-state-specific time-histories and coupled vibration-dissociation (CVDV) rate parameters in shock-
heated, nondilute O, and oxygen-argon (O,-Ar) mixtures. Experiments probed mixtures of 20% O,-Ar, 50% O,-Ar, and 100% O, for initial
post-reflected-shock conditions from 6000 to 14 000 K and 26-210 Torr. Two UV lasers—one continuous-wave laser and one pulsed laser—
measured absorbance time-histories from the fifth and sixth vibrational levels of the electronic ground state of O,, respectively. The absor-
bance time-histories subsequently yielded time-histories for vibrational temperature (T,) from the absorbance ratio, translational/rotational
temperature (Ty;) from energy conservation, total O, number density (nop,) from the individual absorbances, and vibrational-state-specific
number density (n,7) from the Boltzmann population fractions. These state-specific temperature and number density time-histories demon-
strate the low uncertainty necessary for high-temperature model validation and provide data to higher temperature than previous experi-
ments. Additional analysis of the temperature and number density time-histories allowed inference of rate parameters in the Marrone and
Treanor CVDV model, including vibrational relaxation time (t2~%2), average vibrational energy loss (&), vibrational coupling factor (Z), and
dissociation rate constants (kgz_OZ and kdOZ_o)‘ The results for each of these five parameters show reasonable consistency across the range of
temperatures, pressures, and mixtures and generally agree with a modified Marrone and Treanor model by Chaudhry et al
[“Implementation of a chemical kinetics model for hypersonic flows in air for high-performance CFD,” in Proceedings of AIAA Scitech
Forum (2020)]. Finally, the results for 102702 kgrol, and kgro exhibit much lower scatter than previous experimental studies.
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. INTRODUCTION than nitrogen (N,), and the resulting O atoms subsequently break N,

bonds through the Zeldovich reactions.” '’ Additionally, O, has
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Chemical and vibrational nonequilibrium in high-temperature,
shock-heated oxygen (O,) strongly influences the thermodynamic
state of air in the flow fields around hypersonic and reentry vehicles.” *
Generally, nonequilibrium in high-temperature air includes internal
energy excitation, chemical reactions, ionization, and radiative emis-
sion, with all of these processes influencing vehicle heating.” ” Of these
processes, internal energy excitation (rotational, vibrational, and elec-
tronic excitation) and chemical reactions (dissociation, recombination,
and exchange reactions) involve smaller energy changes than ioniza-
tion or radiative emission, and thus they strongly influence high-
temperature air over a wide range of temperatures and flight speeds.

O, nonequilibrium especially impacts the thermodynamic state
of high-temperature air because O, dissociates at lower temperatures

smaller spacing between adjacent vibrational energy levels than N,
resulting in faster vibrational excitation.'' "’ However, the 0,-N,
interactions in shock-heated air involve many possible collision part-
ners and reaction outcomes, so experiments benefit from restricting
the investigation to focus on a subset of these reactions. While air con-
tains only about 1% argon (Ar), O,-Ar mixtures were used in this
work to simplify the reaction set and to access high temperatures.
Higher O, concentrations in this work allowed the study of vibrational
excitation and dissociation via O,—-O, and O,-O collisions. A previous
study, using similar methods to the current work, studied vibrational
excitation and dissociation via O,—Ar collisions in highly dilute mix-
tures; those results are leveraged in this work."* However, the inclusion
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of Ar in the current experiments provided the additional benefit of
accessing high temperatures with lower Mach number shocks. The use
of higher O, concentration mixtures, together with previous O,-Ar
studies, provided the means to study nonequilibrium in O,-O, and
0,-0 collisions—an important subset of the collisions that influence
high-temperature air—at higher temperatures than any known previ-
ous experiments.

For the current work, O, was probed behind reflected shocks in a
shock tube using two ultraviolet (UV) laser systems, and the UV laser
systems each probed a specific vibrational level of the electronic
ground state of O,."* >’ O, was selected as a target species due to
strong absorbance features accessible with modern UV laser sys-
tems.' """ These features arise from the Schumann-Runge bands,
which were initially studied to investigate atmospheric photochemis-
try, but recent work has used these absorption features to study
high-temperature O, nonequilibrium."*'”'*** Compared to previous
studies that relied on interferometry, emission, or UV absorption from
broadband lamp sources, the current laser absorption diagnostics
provide a much more sensitive probe of O, quantum states.”” **
Together, the two in situ UV laser absorption diagnostics provide a
sensitive, quantum-state-specific probe of vibrational temperature and
state-specific number density in nonequilibrium O,.

At the typical temperatures of high-enthalpy hypersonic flow
fields, vibrational energy transfer significantly impacts the chemical
kinetics (and vice versa) in a process called coupled vibration-
dissociation (CVDV).””” As CVDV processes strongly impact the
thermodynamic state of O, in high-temperature air, many computa-
tional models have been developed to simulate this behavior, but the
lack of low-uncertainty experimental data has limited model valida-
tion."”>*”** To aid model validation, the current study applies mod-
ern UV laser diagnostics to shock-tube experiments to investigate
CVDV processes in nondilute O, and O,-Ar mixtures. The shock
tube produces repeatable and controlled temperature and pressure
conditions relevant to hypersonic flight in air, thus reflecting relevant
test cases for model validation. Concomitantly, the UV lasers provide
a fast, in situ, and quantum-state-specific method to probe vibrational
temperature and vibrational state populations, thereby probing quanti-
ties of interest for CVDV model validation. The vibrational-state-spe-
cific time-histories and CVDV rate parameters results from current
experiments demonstrate sufficient sensitivity for high-fidelity model
validation of high-temperature O, in hypersonic flows.

Il. METHODS

Sections IT A-IT C describe the setup of the shock tube and laser
absorption diagnostics, the framework of the CVDV model used for
data interpretation, and the analysis procedure to reduce the raw data
to quantum-state-specific time-histories and CVDV rate parameters.
Many aspects of the experimental setup, CVDV models, and data
analysis were previously described for highly dilute O,—Ar mixtures in
Ref. 14. While some relevant details are repeated, this section empha-
sizes the inclusion of a new UV laser diagnostic and the changes to the
procedure for mixtures with a higher O, concentration.

A. Experimental setup

The experimental setup for this work consisted of a pressure-
driven shock tube augmented with two UV laser diagnostics (Fig. 1).
The shock tube was used to generate composition, temperature, and
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pressure conditions relevant to hypersonic flight behind the reflected
shock.” Two UV laser diagnostics—one continuous-wave (CW) laser
and one picosecond-pulsed laser—observed the transient, nonequilib-
rium behavior of O, in the high-temperature test gas by probing the
fifth and sixth vibrational levels of the ground electronic state of
0,.""*’ While the shock tube and picosecond-pulsed UV laser were
used previously to study highly dilute O,—Ar mixtures, the addition of
the CW laser in this work resulted in a vibrational temperature diag-
nostic that was less sensitive to translational/rotational temperature
and eliminated the need to repeat shock experiments by measuring
two wavelengths simultaneously.'**’

1. Shock-tube setup

The shock tube used to generate the 6000-14 000K and
26-210Torr conditions was pressure-driven with a stainless steel,
15.24 cm diameter, electropolished interior (Fig. 1)."* " The shock
waves were formed by bursting polycarbonate diaphragms ranging in
thickness from 0.18 to 0.51 mm that separated the low-pressure test
mixtures from the high-pressure helium driver gas. Changing the dia-
phragm thickness and test gas fill pressure provided control of the
incident shock velocity, thereby achieving the desired initial post-
reflected-shock temperature and pressure.” The fill pressure was mea-
sured with a 0-100Torr capacitance manometer (Baratron, MKS
Instruments), and the diaphragm burst pressure was measured with a
0-3000 psia capacitance manometer (280E, Setra Systems).
Additionally, five piezoelectric pressure transducers (483A11, PCB
Piezotronics, Inc.) were used to measure the shock velocity and shock
attenuation. Finally, pressure at the laser observation location—5 mm
from the end wall—was measured with a low-noise piezoelectric pres-
sure transducer (5010B, Kistler Instrument Corp.), thus tracking the
slight, non-ideal pressure rise. A full summary of the initial post-
reflected-shock temperature and pressure, non-ideal pressure rise, fill
pressure, shock velocity, and shock attenuation for each experiment
can be found in Tables II-IV in Appendix B.

The composition of the test gas was largely determined by the
mixture preparation, but leak rates were also monitored to ensure
ambient air did not influence the mixture composition. The 20% and
50% O,-Ar mixtures were prepared manometrically in a mixing tank
from pure gases, while the 100% O, gas was filled directly from the
pure compressed gas cylinder (Praxair Technology, Inc.). Prior to each
experiment, ambient air was evacuated from both the driver and
driven sections using rotary pumps (Varian 949, Agilent, Inc.), but the
driven section was further evacuated using a turbomolecular pump
(Varian 969, Agilent, Inc.). The ultimate pressures achieved with the
turbomolecular pump were less than 1.7 x 10> Torr as measured by
a hot-filament jonization gauge (I-075-K, Duniway Corp.). This ioni-
zation gauge was also used to measure the leak rate before each experi-
ment, and these measured leak rates were typically less than 2 x 10~*
Torr/min. Experiments were timed to ensure no more than two
minutes passed between isolating the shock tube and the start of a
shock experiment, thereby ensuring that the pressure change due to
leaks remained below 4 x 10~ * Torr. Since the lowest fill pressure was
0.04 Torr, pressure change due to leaks contributed less than 1% to
composition uncertainty. This combination of manometric mixture
preparation and careful monitoring of leak rates provided precise con-
trol of the test gas composition.
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FIG. 1. Arrangement of the shock tube and two UV laser diagnostics used to study coupled vibration-dissociation in nondilute O, and O,—Ar mixtures. Components of the
pulsed UV laser system are shown in blue, whereas components of the CW UV laser system are shown in green. Both a top view and end view are provided to clarify the laser

alignment through the shock tube.

2. UV laser diagnostics

The two UV laser diagnostics used to probe O, in the
Schumann-Runge bands consisted of a continuous-wave (CW) UV
laser system (Sacher Lasertechnik GmbH) and a picosecond-pulsed
UV laser system (Coherent, Inc.) (Fig. 1). The multiple modules of
each system were used to generate pump light at the desired wave-
length, to manipulate the frequency to produce UV light, and to moni-
tor the laser output wavelength. Once the UV laser light was
produced, both systems used the same optical strategies to mitigate
laser intensity noise, density steering, and test gas emission.

a. Continuous-wave UV laser diagnostic. The CW laser system
was composed of two integrated modules: one to produce and amplify
the near-infrared (NIR) pump light and one to quadruple the laser fre-
quency, thereby producing the desired UV light (Fig. 1). The initial
NIR pump light was produced using a Littman/Metcalf external cavity
diode laser (Lion, Sacher Lasertechnik) with a linewidth less than

100 kHz. This NIR pump light was additionally amplified within the
first module using a tapered semiconductor optical amplifier (Serval,
Sacher Lasertechnik). The fourth harmonic generation was achieved
by routing the pump light using fiber optics into the second module
containing two cascaded resonant cavities, each with frequency dou-
bling crystals (Jaguar, Sacher Lasertechnik). Finally, a UV wavemeter
(WS/6-200 UVTI, HighFinesse GmbH) was used to monitor the center
wavelength prior to each experiment. For this work, the pump laser
was tuned to 892.948 nm to produce CW UV light at 223.237 nm,
which probed the fifth vibrational level of O, (v =5). The develop-
ment and validation of a spectroscopic model for this laser and wave-
length were recently completed using dilute O,-Ar mixtures.”’

The addition of a continuous-wave UV laser system to the exper-
imental setup of this study improved the ability to probe nonequilib-
rium O, compared to previous studies.”'" In particular, the
monochromatic light produced by this laser system improved the sen-
sitivity of the diagnostic by reducing the number of probed spectral
lines. Additionally, the simultaneous use of two UV laser systems
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eliminated the need to repeat shock experiments, thereby reducing the
uncertainty associated with slightly mismatched post-reflected-shock
conditions."* Overall, this CW laser diagnostic significantly improved
the ability to measure vibrational temperature and state-specific num-
ber density.”’

b. Pulsed UV laser diagnostic. The picosecond-pulsed UV laser
system was composed of three integrated modules and produced UV
light via two steps of frequency manipulation as described previ-
ously.”’w First, a continuous-wave, 532nm Nd:YAG laser (Verdi
V18, Coherent, Inc.) pumped a Ti:Sapphire laser system (Mira HP,
Coherent, Inc.) to produce pulsed, near-infrared (NIR) light at
947.6nm (Fig. 1).”” The NIR laser system was able to produce wave-
lengths from 700 to 1000 nm, but the current work used 947.6 nm
consistently. This pulsed NIR light was then frequency quadrupled
(Fourth Harmonic Generator, Coherent, Inc.) resulting in the desired
pulsed UV light at 236.9 nm, which probed the sixth vibrational level
of O, (v/ =6)."” Finally, the pulsed UV light was separated from the
other wavelengths using a Pellin-Broca prism.

The pulses exhibited a repetition rate of 76 MHz and a pulse
width of less than 2 ps, effectively providing a continuous wave (CW)
recording on the detection system. Though the data acquisition system
sampled at 100 MHz, the detection optics were limited by the 900 kHz
bandwidth of the silicon optical detectors. As such, the 76 MHz repeti-
tion rate pulses were not individually resolved, and the detectors cap-
tured the 30 mW of average power from the UV pulses instead.'®
However, the pulsed nature of the NIR and UV light resulted in a laser
output with non-negligible spectral width. The NIR output of the
Ti:Sapphire laser system produced a Gaussian spectral profile with a
full width at half maximum (FWHM) of 0.45nm as measured by a
spectrum analyzer (721, Bristol Instruments). This Bristol spectrum
analyzer also monitored the laser center wavelength for the NIR out-
put, though a UV wavemeter was used to confirm the center wave-
length of the UV output (WS/6-200 UVII, HighFinesse GmbH).
Ultimately, the fundamental wavelength output and FWHM of the
Ti:Sapphire laser were recorded both before and after each experiment
to account for slight drifts and to ensure that the absorbance model
accurately captured the operating condition of the laser for each
experiment."”

c. Optical strategies. To ensure sensitive absorbance measure-
ments for each of the two UV laser absorption diagnostics, apertures
were positioned along the beam paths to prevent test gas emission
from reaching the detectors, lenses focused the beams at the center of
the shock tube, and two detectors were used in each optical train to
account for intensity fluctuations (Fig. 1). The beam paths were
located 5mm from the end wall and had an absorbing path length of
15.24 cm (the internal diameter of the shock tube) resulting in strong
absorbance signals. This setup used a pair of large-collection-area sili-
con optical detectors (New Focus 2032, Newport Corp.) for each beam
path to reject laser intensity fluctuations, a strategy referred to as com-
mon mode rejection. Also, each of the four detectors was operated in
the low-gain setting to provide access to the highest, 900 kHz, band-
width. The 5.8 mm diameter detection area of the optical detectors,
together with focusing lenses, largely negated any effects of density
steering on the signal quality of the transmitted beams. Finally, two
apertures were co-aligned with each of the two laser beams to prevent

scitation.org/journal/phf

emission from the hot test gas from reaching the detector. Overall,
these optical strategies ensured high-quality absorbance measurements
and rendered competing effects negligible.

B. Coupled vibration-dissociation model

Modeling the coupling between vibrational excitation and disso-
ciation must capture both the removal of vibrational energy due to dis-
sociation and the slowing of dissociation due to vibrational
nonequilibrium. Additionally, experiments with higher O, concentra-
tion will exhibit the influence of recombination on both vibrational
energy and O, number density. Early theory from Hammerling et al.
described how vibrational nonequilibrium slows dissociation.”® This
theory was later expanded upon by Marrone and Treanor to also
include vibrational energy removal.””*’ Together, this series of studies
resulted in differential equations that describe coupled vibration-disso-
ciation: one for the vibrational energy (E,) and one for the number
density of O, (np,) [Egs. (1) and (2)]. Unlike the highly dilute O,-Ar
model presented in Ref. 14, Egs. (1) and (2) include the relevant terms
for recombination reactions,

dE, _ Ey(To) = B(Ty) | o(Ty. T) = Eo(Ty) dno,
dt  o(Ty) o, dt

g(Ttry Tlr) - EV(TV) an;
4" 1 72
no, dt

diss.

; 1)

recomb.

dnoz
dt

= _kgz_Ar(Ttr)Z(Tw Ty )no,Nar
—k O (T Z( T, Tur) i,
—k3*(T)Z(T,, Ty )no,no
Keq(Ttr) onAr Keq(Ttr) 0
kdoro(Ttr) ns
Koy(Ty) ©

+ no,

+ 2

Equation (1) describes the rate of change of the average vibra-
tional energy per molecule of O, and includes transfer from transla-
tional modes to vibrational modes, vibrational energy loss through
dissociation, and vibrational energy gain through recombination. The
first term, representing the Bethe-Teller expression for vibrational
relaxation, describes energy transfer from translational modes to vibra-
tional modes, which depends on the equilibrium vibrational energy
(E}), the current vibrational energy (E,), and the vibrational relaxation
time (7).”” The second term describes the average vibrational energy
loss due to dissociation, which depends on the dissociation rate
(d';% | 4iss.) normalized by the O, number density (no,), the current
vibrational energy (E,), and the average energy loss (). Conversely,
the third term describes the average vibrational energy gain due to
recombination, which similarly depends on the recombination rate
(d';% recomb.)» 110,» Ey, and ¢. In the case of dissociation, ¢ depends on
both the vibrational temperature (T,) and translational/rotational tem-
perature (T,), because energy lost through O, dissociation depends on
both the vibrational and translational energy of the O, molecules.
However, in the case of recombination, ¢ only depends on T}, because
the recombining collisions only involve the translational energy of O
atoms. In the Marrone and Treanor theory, the same & expression can
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describe both dissociation and recombination, with recombination set-
ting T, equal to Tg.””"" Together, these three terms account for the
important pathways of vibrational energy transfer through vibrational
relaxation, loss through dissociation, and gain through recombination.

Equation (2) describes the rate of change of O, number density
for an O,-Ar mixture undergoing dissociation and recombination
reactions. The first three negative terms, expressed as “3% |, in Eq.
(1), represent dissociation via collisions with Ar, O,, and O, respec-
tively, and each of these three dissociation reactions is characterized by
a dissociation rate constant (k‘f,)Z A kgroz, or kgro), the vibrational
coupling factor (Z), and the number densities of the two colliding spe-
cies (na, No,, Or np). The remaining three positive terms, expressed as
2 | ecomp, 10 Eq. (1), represent three-body recombination reactions
again via collisions with Ar, O,, and O. Unlike the three dissociation
reactions, recombination reactions do not include a vibrational cou-
pling factor, because the recombining O atoms do not carry vibrational
energy. Instead, each of the three recombination reactions is character-
ized by a recombination rate constant, calculated by dividing the
respective dissociation rate constant by the equilibrium constant (K,),
and the number densities of the three colliding species. Values for K,
were calculated using values from the NIST-JANAF thermochemical
tables."’ Together, these six terms account for the dissociation and
recombination of O, for all possible collision partners in O,-Ar
mixtures.

The two coupling parameters, ¢ and Z, capture the removal of
vibrational energy due to dissociation and the slowing of dissociation
due to vibrational nonequilibrium. As such, both ¢ and Z are impor-
tant targets for high-fidelity modeling of CVDV processes. Details of
five models from Marrone-Treanor, Hansen, Kuznetsov,
Ibraguimova, and Macheret-Fridman were previously described in
Ref. 14 and are not repeated here."””>*”** However, the analysis of the
Macheret-Fridman model was updated from a simplified model (Ref.
33) to the full model (Ref. 34). Recent quasi-classical trajectory (QCT)
modeling by Chaudhry et al. has provided an additional model against
which to compare experimental data." This QCT-based model builds
upon the framework of the Marrone-Treanor model to determine ¢
and Z by fitting QCT results to express the free parameter (U) as a
function of the translational/rotational temperature (T,) [Egs.
(3)-(7)]. Because this model augments the Marrone-Treanor theory,
the QCT-based model is referred to as the modified Marrone-Treanor
(MMT) model,

b= D ()
0y exp(—) -1
exp (Tf) -1 p <ka>
Q(Tw)Q(Ty)
IMT = 4
1 —exp (— &>
Q) = ————<, )
1 —exp (— %)
1 1 1 1
Ff:f*TTr*U, (6)
L a1
U, U @)
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In Egs. (3) and (4), the subscript (MT) denotes that these expres-
sions for ¢ and Z arise directly from the original Marrone-Treanor
theory. Both &y and Zy,r are expressed in terms of known physical
constants, two temperatures, and the free parameter (U). The physical
constants include the Boltzmann constant (k), the dissociation energy
(Dy), and the characteristic vibrational temperature (0,) [Egs. (3) and
(5)]. The model also uses the vibrational temperature (T,) and transla-
tional/rotational temperature (T,,), but it introduces a pseudotempera-
ture (Ty) that combines T, Ty, and U [Eq. (6)]. Notably, a truncated
harmonic oscillator model is used for the vibrational partition function
(Q) in the calculation of Zy,r [Eq. (5)]. Given the sign convention of
the original Marrone-Treanor theory, positive values of U imply high-
lying vibrational states dissociate with higher probability than the line-
of-centers collision energy would predict. Equation (7) provides the
major addition to Marrone-Treanor theory from the QCT modeling
by Chaudhry et al., and it demonstrates the MMT model recommen-
dation to express U as a function of T, in terms of a slope parameter
(ap) and an intercept parameter (U"). The values of a;; and U” from
the MMT model give positive values for U, which reflects the
increased dissociation of high-lying vibrational states observed in the
QCT results.

One advantage of using QCT methods in the development of the
MMT model was that a large number of collisions with many combi-
nations of initial translational, rotational, and vibrational energy were
simulated using high-quality potential energy surfaces (PES)."""** By
analyzing only those collisions that resulted in dissociation, the QCT
results directly measured the probability that an O, molecule, originat-
ing in a particular vibrational energy level, would dissociate. As this
probability formed the basis of the Marrone-Treanor model, the QCT
results calculated ¢ for various combinations of T, and T. Finally,
these results were compiled and fit to provide a recommended form
for U in terms of Ty, and two fit parameters, a;;and U* [Eq. (7)].

The MMT model does not restrict the vibrational energy levels to
a Boltzmann distribution, and many of the high vibrational energy lev-
els strongly deviate from a Boltzmann distribution.” However, the
MMT model also proposes a simple correction factor to adjust the
reaction rate and vibrational energy loss terms to account for non-
Boltzmann behavior. The current experimental results are compared
to the MMT model both with and without the non-Boltzmann
correction.

C. Data analysis

Raw data from the experimental setup included the incident
shock velocity from the five PCB pressure transducers, intensity signals
from the four silicon optical detectors, and the pressure time-history
from the Kistler pressure transducer. These raw data were subse-
quently analyzed to determine absorbance (), pressure (P), vibra-
tional temperature (T,), translational/rotational temperature (T),
total O, number density (no, ), and state-specific number density (n,~)
time-histories. Subsequent analysis of the time-histories isolated the
CVDV model parameters, including vibrational relaxation time (7),
average vibrational energy loss (¢), vibrational coupling factor (Z), and
dissociation rate constants (k;). Of the principal quantities of this
work, o and P constitute the most direct measurements; Ty, no,, and
n, were inferred from a spectroscopically; T, was simulated using
energy conservation; and 7, ¢, Z, and k; were inferred from the tem-
perature and number density time-histories [Eqgs. (1) and (2)]. While
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much of the current data analysis follows a similar procedure as that
of the dilute O,-Ar experiments, higher O, concentration experiments
involved much larger T\, and density (p) changes as a result of the
endothermic vibrational relaxation and dissociation processes. The
current data analysis procedure reflects the need to account for non-
negligible density changes when inferring CVDV model parameters.

1. Calculation of time-histories

The procedure for calculating absorbance (o), vibrational temper-
ature (T,), translational/rotational temperature (T,,), total O, number
density (no,), and state-specific number density (n,~) time-histories
follows the same steps for nondilute O, and O,-Ar mixtures as it did
for highly dilute O,~Ar mixtures.'>'” First, the absorbance time-
history for each wavelength in a given shock experiment was calcu-
lated from the incident (I,) and transmitted (I,) light intensities using
the Beer-Lambert relation, and laser intensity fluctuations were
rejected via common-mode rejection [Eq. (8)],

;—; =exp(—a;) = exp (—a,(Ty, Ty )no,L). (8)

The absorbance at a given wavelength (o;) is the product of the
number density of O, (no, ), absorbing path length (L), and the absor-
bance cross section (g,)—itself a function of T, and T, Leveraging
the strong dependence of ¢; on T, the T, time-histories were calcu-
lated using the ratio of absorbances (R) at the two measured wave-
lengths (4, 4,), and this ratio was interpreted via the experimentally
validated absorbance model [Eq. (9)]. Values for ¢, and further details
of the absorbance ratio can be found in Refs. 19 and 20,

o 0, (T, Tyr)

R=4

= 9
2, 05T, To) ©)

Having determined T, the np, time-history was directly deter-
mined using the Beer-Lambert relation for either of the two wave-
lengths and the known values for o, 7;, and L [Egs. (8) and (10)],

L%

= oA (To. Tl (10

I’lo2

Finally, the number density time-histories in specific vibrational

levels (n,») were determined using their Boltzmann population frac-

tions, which were calculated using T, the vibrational level energy

(Ey), the Boltzmann constant (k), and the vibrational partition func-
tion (Q) [Egs. (5) and (11)],

o op(-if)
:_02: Q(TV;T ' a

For the high temperatures of this study, the assumption of a
Boltzmann distribution likely breaks down for high-lying vibrational
states, but the low-lying levels remain close to a Boltzmann distribu-
tion."** * Since this study used wavelengths that probed v/ = 5 and 6,
the population temperature based on the ratio of v/ =5 and 6 closely
matches the T, describing all low-lying levels. Therefore, a Boltzmann
distribution was deemed appropriate to calculate the state-specific
number densities for v/ =5 and 6.

Up to this point, the isolation of time-histories relied on the
strong dependence of ¢ on T, to justify neglecting T\,. However,
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changes in T, resulting from the endothermic vibrational relaxation
and dissociation processes, influenced the density of the test gas, so the
T, time-histories were simulated using the shock jump relations and
applying energy conservation to a fluid mass element. The initial post-
shock temperature (T?) was found using the measured incident shock
velocity and assuming frozen chemistry and frozen energy in vibra-
tional modes.”® The assumption of frozen chemistry and frozen vibra-
tional energy was justified by the low pressures and short time
between incident and reflected shocks in these experiments. To ensure
the evolving temperature change included both thermochemistry and
pressure effects, the enthalpy change (dh) was calculated using the
change in the measured pressure trace (dP) and the specific volume
(v) [Eq. (12)]. Previous studies applied this same energy conservation
method for an adiabatic system following a fixed mass element,'* '

dh = vdP. (12)

The enthalpy was calculated with the NASA Glenn polynomials
and leveraged the measured values for T, and no, [Eq. (12)]." The
Glenn polynomials assume equilibrium between all energy modes, so
contributions due to vibrational and electronic energy were adjusted
to reflect experimental, nonequilibrium conditions by subtracting elec-
tronic and vibrational energy at Ty, and then adding the contributions
at the measured vibrational and electronic temperatures, respectively.
As recommended by the Park two-temperature model, the electronic
temperature was assumed to equal the measured vibrational tempera-
ture."” Additionally, the measured no, time-histories provided suffi-
cient information to track the energy change from dissociation
through the changing mole fractions of O,, O, and Ar. The measured
pressure, T, and np, time-histories informed the non-ideal pressure
rise, endothermic vibrational relaxation, and endothermic dissociation,
respectively. Together, these three processes allowed the simulation of
T, time-histories using the NASA Glenn polynomials.

2. Density change effects

While the absorbance, pressure, temperature, and number den-
sity time-histories—calculated for the laser observation location of
5mm from the end wall—followed the same procedure as previous
highly dilute O,—-Ar experiments, density change due to endothermic
vibrational relaxation and dissociation required adjustments to the
current procedure for isolating the CVDV coupling parameters."*
Knowledge of the gas pressure, temperature, and composition helped
determine the density time-histories for a given mass element. These
density time-histories were then used to account for slight motion in
the test gas due to density change by applying mass conservation. This
motion in the test gas meant that the timing observed by the laser
diagnostics—called lab time (t,,)—differed slightly from the timing
experienced by the moving mass elements of reacting gas—called par-
ticle time (tpart).'; The density increase from the endothermic reac-
tions caused the gas to move slightly toward the end wall, thus causing
the laser to observe a slightly different gas sample over time (Fig. 2).
The gas that moves into the observation location was shock-heated at
a slightly later time than the original gas, so it has undergone vibra-
tional relaxation and dissociation for less time. For example, points A
and C in Fig. 2 both represent observations of the laser diagnostics,
and the time difference between them represents the lab time.
However, density change causes point A to move out of the
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FIG. 2. lllustration of density change behind the reflected shock and the corre-
sponding motion in the test gas. The conversion between lab time and particle time
was needed to isolate CVDV rate parameters from the measured time-histories.
This conversion was determined using the density time-history and conservation of
mass.

observation location to point D. Instead, the observed particle at point
C was originally shock-heated from a location further from the end
wall at point B. The difference between the lab time and particle time
(At) needed to be calculated to infer CVDV rate parameters—which
manifest in the particle frame—from the time-histories—acquired in
the lab frame.

To calculate the difference between lab time and particle time,
mass conservation was applied for discrete mass elements by utilizing
the density as a function of particle time. It was assumed that the adja-
cent mass elements sufficiently close to the measurement location
were all shock-heated to approximately the same initial temperature
(T?r) and initial pressure (P°). In this case, the density time-histories of
all adjacent mass elements evolved the same in the particle frame, but
the timing for each element was shifted based on when it was shock-
heated. The density time-histories were used to track the motion of
the particles by conserving the mass within each element and adjusting
that element’s thickness (Ax),

AxgpoA = Ax(tpar) p(tpart)A. (13)

In this case, the initial density (py) was known from the post-
reflected-shock temperature, pressure, and composition, and the den-
sity time-history determined p(t). The initial thickness (Ax,) of the
elements was chosen to be 0.1 mm to finely resolve the density change
process. Ultimately, this provided a simple calculation to determine
each mass element’s thickness over time [Ax(t)], as the cross-sectional
area of the shock tube (A) remained constant. Completing this calcula-
tion for the ensemble of mass elements and then summing the Ax(t)
values, the overall position of each mass element could be calculated.
Having determined the positions of a discrete set of mass elements,
the timing difference (At) was calculated by tracing mass elements
from 5mm back to their starting position (xo). Finally, the difference
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between lab time and particle time (At) was determined by dividing
the distance between x, and 5 mm by the reflected shock velocity, U,
(Eq. (14)],
A = o= Smm (14)
UTS
Accounting for this motion provided the means to isolate CVDV
rate parameters from the measured time-histories, though the density
change correction was usually small. For example, an experiment with
density increasing to twice its initial value—similar to the density
changes in this study—would move particles to half their original dis-
tance from the end wall. In this case, the particles that end the experi-
ment at 5 mm would have originated from 10 mm. Since the reflected
shock velocities were approximately 1 mm/yus, this means At remained
below 5 pis, even in the case of an extreme density change. Generally,
the effect of gas motion decreases the closer the observation location is
to the end wall. This study chose to measure at 5mm to reduce the
effect of gas motion while maintaining enough distance to neglect
interactions with the end wall. Finally, the provided absorbance time-
histories plot the best-fit simulation against both lab time and particle
time to demonstrate the small difference.

3. Calculation of CVDV rate parameters

The measured time-histories, corrected from lab time to particle
time, were fit to infer the CVDV model parameters. Similar to the
dilute O,—Ar experiments, certain portions of the time-histories were
more sensitive to specific parameters than others, but unlike the dilute
experiments, the large decrease in T, throughout the experiment
slightly altered the fitting procedure.”* Also unlike the dilute experi-
ments, dissociation rate constants for all three collision partners—QO,,
O, and Ar—were included in the fits.

The two temperature time-histories (T, and T\,) were used to cal-
culate E(T,) and E;(T\,), respectively, and provided sufficient infor-
mation to fit T and e. Approximately the first 5 us of experimental test
time were highly sensitive to 7 only, so the vibrational relaxation time
was isolated using the same methods outline in previous works.'*'*
Experiments were designed such that the approximate 5 us of vibra-
tional relaxation avoided the limitations of the 900 kHz optical detec-
tors and the influence of shock thickness, shock curvature, beam
thickness, or beam skew.'" Because the dissociation for the first 5 us
was small, it was also straightforward to track the decrease in T,
resulting in the measurement of 7(Ty,). The contribution to 7 due to
collisions with O, (t%7%) was separated from the Ar collisions
(t%747) and O collisions (t%~9) using the mole fractions (Xo,, X4,
and X,) and the mixture rule [Eq. (15)],"

1 Xo, Xar Xo

mix  70:-0; + 70:—Ar + £0,-0" (15)

The first two terms of Eq. (15) contributed strongly to the early-
time relaxation, as there was not enough time for O atoms to form.
This insensitivity to %~ at early times ensured that t%~92 could be
inferred from data without major assumptions about O,-O relaxation.
However, determining ¢ from Eq. (1) at later times required addressing
0,-0 vibrational relaxation. Generally, the mole fractions at any point
of the time-history were inferred using the original mixture composi-
tion and measured O, number density throughout the experiment.
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Additionally, the previous highly dilute experiments were leveraged
for determining 2 ~4"."* The current experiments were not sensitive
enough to infer 1270 directly, so this work assumed a value for P
10270 of 4 x107# atm-s. This value is approximately 50% larger than
experimental data from Breen ef al. and Keifer and Lutz, but neither
set of experiments measured in the 4000-14000K range of these
experiments.”””” Instead, the 4 x 10~ atm-s value was chosen based
on a survey of previous computational studies. The current value is
most similar to the proposed expression from Ibraguimova et al., but
it also falls between calculated values from Grover et al. and
Andrienko and Boyd.”*>*" Ultimately, a constant value for P t%~0
was chosen to infer ¢ from Eq. (1), but this choice introduces uncer-
tainty into the subsequent calculations.

Having assumed a constant value for P 19270 ¢ was inferred from
later portions of the temperature time-histories using Eq. (1). The rate
of change of O, number density ( Zfl) was determined directly from the
no, time-histories, so ¢ remained as the only unknown in the second
term. By additionally constraining the fit to between approximately 5
and 30 ps of experimental test time to minimize the influence of recom-
bination, ¢ was fit directly from Eq. (1). After obtaining sufficient data
across multiple experiments to provide an expression for &(T,, Ty,), this
fitting procedure was refined to include recombination via &(Ty, Ty).
Leveraging the full set of experiments provided sufficient data to
account for both vibrational energy loss due to dissociation and gain
due to recombination while fitting for &.

Once ¢ was inferred, Marrone and Treanor theory was used to
relate ¢ and Z through the dissociation probability parameter, U [Eqs.
(3)-(6)].>”*" The same procedure was used to relate ¢ and Z in highly
dilute experiments.” Isolation of Z from & using Marrone and
Treanor theory allowed both CVDV coupling parameters to be
inferred from the measured T, and simulated T, time-histories.

The results for ¢ and Z were highly dependent on the model used
to calculate E,(T)—as was the case in dilute experiments. This work
calculated ¢ and Z using a simple harmonic oscillator model (SHO),
an anharmonic oscillator model (AHO), the NASA Glenn polyno-
mials (NASA), and the model values Rovibrational Energetics and
Analysis of QuasiClassical Trajectories (REAQCT).""”** The SHO,
AHO, and NASA models were previously described for the dilute
O,-Ar study, but the REAQCT model was added to this work to pro-
vide a fair comparison to the Modified Marrone-Treanor (MMT)
model.""* This work retains the results from the four models for E,(T)
to demonstrate the scatter due to E,(T) model assumptions and to
provide comparison options for computational models.

With the vibrational coupling factor, Z, determined, the dissociation
rate constants (k) were inferred from the np, time-histories [Eq. (2)]. The
results from dilute experiments were leveraged to calculate kgz ~47 while
the remaining two dissociation rate constants, kf;roz and kgz—o’ were
both inferred from the later portions of the time-histories."* First, kdOz—Oz
was fit to the initial portion of the O, decay, where O atom concentration
was negligible, while k>~ was fit toward the end of the test time where
significant O atoms had formed. Additionally, the K, values from the
NIST-JANAF thermochemical tables were leveraged to account for recom-
bination reactions [Eq. (2)]." Though the fits for kgrol and kgz =9 over-
lapped, comparisons across experiments with multiple pressures,
temperatures, and compositions helped to separate the two measurements.
Overall, the experiments were more sensitive to kngoz even though both
kgz ~% and k§” ~© were inferred from the no, time-histories.

o
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4. Best-fit absorbance simulation

The compiled results for 7, ¢, Z, and k; over the 6000-14 000 K tem-
perature range provided sufficient data for a least squares curve fit giving
expressions for ©(Ty), &(Ty, Ty), Z(Ty, Tyy), and k(Ty,), and the resulting
expressions were subsequently used to simulate the experimental absor-
bance, thereby providing an additional comparison between CVDV rate
parameter results and experimental time-histories. Besides a simple com-
parison between simulation and measurement, the best-fit absorbance
simulation also provided the opportunity to perturb the CVDV rate
parameters, thus determining the sensitivity of the absorbance time-
histories to each CVDV rate parameter independently. Finally, these sim-
ulations were used to iterate on the density change calculation and the
CVDV rate parameter fits to ensure convergence between simulation and
experiment for all of the experimental conditions.

The absorbance time-history was simulated starting with the
known post-shock temperatures (T? and T%) and the measured pres-
sure [P(t)]. Combining the known starting condition with the expres-
sions for 1(Ty), &(Ty, Ty, Z(Ty, Ty), and ky(Ty,), the evolution of E,
and np, was then simulated via a forward Euler method with a time
step of 0.08 us [Egs. (1) and (2)]. Each time step of this calculation
also used energy conservation to determine T\, and mass conservation
to account for slight gas motion [Egs. (12) and (13)]."” This resulted in
simulated values for T, Ty, and np, as well as providing the simulated
difference between lab time and particle time (At). Finally, the simu-
lated absorbance was calculated using the Beer-Lambert relation and
the experimentally validated absorption cross section model [Eq.
(8)].2% Primarily, these absorbance simulations were a check to
ensure that the inferred values for ©(Ty), &(Ty, Ty)s Z(Ty, Ty, and
ky(Ty;) reproduced the measured absorbance time-histories.

These simulated absorbance time-histories enabled the calcula-
tion of the sensitivity of the best-fit absorbance time-histories to each
CVDV rate parameter. For this work, the absorbance sensitivity (S, 5)
was quantified by independently perturbing each CVDV rate parame-
ter (f8) in the absorbance simulation by factors of two [Eq. (16)],

g ) B Dby —xBlosy p- (16)
P4 () 2— 058 aft)

This procedure is often used with chemical kinetics simulations
to determine dominant chemical reactions over time for systems of
many reactions. In a similar fashion, this work used sensitivity analysis
to determine the dominant CVDV rate parameter for different por-
tions of the experimental time-histories.

The quantified sensitivity was used to refine the procedure for fit-
ting the CVDV rate parameters from experimental time-histories. The
first attempt at fitting used estimates for the portion of the time-
histories over which each parameter was fit, but the quantified sensi-
tivity informed the adjustment of these fitting windows. Iterating
between a best-fit absorbance simulation and the calculation of the
CVDV rate parameters informed better fits and resulted in conver-
gence between simulation and experiment over the various tempera-
tures, pressures, and compositions studied.

5. Uncertainty analysis

The uncertainty in the measured time-histories arose from noise
in the optical diagnostics, pressure transducers, and shock velocity
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measurements and was propagated using a standard root-sum-squares
method [Eq. (17)],

n df
Ye = Z(d_x,

i=1

2
) Vi (17)
Xi

The uncertainty arising from the optical diagnostic and pressure
transducer measurements was caused by electronic noise, so the stan-
dard deviation of the raw signal to the best-fit time-history determined
the uncertainty for both absorbance and pressure. The absorbance
best-fit was found using the aforementioned simulation of the CVDV
process in tandem with an absorbance model.”” In contrast, the pres-
sure best-fit was obtained with a linear fit to the post-reflected-shock
data. Additionally, the uncertainty in each of the four shock velocity
measurements was propagated via the measured shock attenuation
rate to calculate the initial post-reflected-shock temperature uncer-
tainty. Next, the uncertainty in the O, vibrational temperature arose
from the absorbance uncertainty but was amplified by the sensitivity
of the absorbance ratio [Eq. (9)]. However, the wavelength selection
and use of CW light were used to maximize the ratio sensitivity,
thereby minimizing T, uncertainty.”’ Finally, the uncertainty in the
number density time-histories was propagated from the absorbance,
pressure, and temperature uncertainties.

Unlike the time-histories, the CVDV coupling parameters—r, &,
Z, and k;—often involved nested exponential functions, hindering the
expression of the partial derivatives in a simple, analytical form [Eqs.
(1) and (2)]. Instead, these partial derivatives were approximated by
perturbing the calculation by the uncertainty of each contributing
parameter, and these approximated partial derivatives were then used
for standard root-sum-squares error propagation. The only source of
uncertainty for CVDV coupling parameters that were not captured
using perturbation was the fitting uncertainty for the rate of change of
E, and n,. Instead, least squares curve fits were used to calculate the
95% confidence interval, thereby determining the fitting uncertainty.
By using perturbations and least squares curve fits, uncertainty was
quantified for each of the five CVDV rate parameters studied.

Ill. RESULTS

The results of this study are divided into time-histories and
CVDV rate parameters. Example time-histories for absorbance (),
pressure (P), temperature (T, and T,,), and number density (np, and
ny) are provided for pure O,, 50% O,-Ar, and 20% O,-Ar experi-
ments in Sec. III A and Appendix A. These measured time-histories
demonstrate the quantum-state-specificity of the laser system, exhibit
low uncertainty, and extend results to higher temperatures than previ-
ously achieved. In Sec. III B, plots demonstrate the time-dependent
sensitivity of the best-fit absorbance time-history to the CVDV rate
parameters, illustrating different early-time and late-time sensitivities.
Finally in Sec. 111 C, the CVDV rate parameter results for vibrational
relaxation time (t%2~92), average vibrational energy loss (¢), vibra-
tional coupling factor (Z), and dissociation rate constants (kf}l)rOz and
kngo) are plotted and compared to previous models and data.

A. Time-histories

Sections III A 1-1II A 4 provide example time-histories for three
experiments completed using 50% O, in Ar. Similar time-histories for
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three pure O, experiments and three 20% O,—Ar experiments are pro-
vided in Appendix A.

1. Absorbance

Absorbance time-histories [x(t)] obtained from two UV laser
diagnostics were measured at 223.237 nm and 236.9nm for each of
the pure O,, 50% O,-Ar, and 20% O,-Ar experiments. The results for
three 50% O,-Ar are provided here, with three pure O, and three 20%
O,-Ar experiments provided in Appendix A (Figs. 3, 13, and 14).
These example absorbance time-histories show the data quality, com-
pare the best-fit absorbance simulations to the raw data, and illustrate
the effect of gas motion on the simulated absorbance via the particle
time simulations.

The measured absorbance time-histories demonstrate strong
absorbance signals with relatively low noise (Fig. 3). The strength of
the absorbance signals arose from both the strategic wavelength selec-
tion and the increased concentrations of O, in the test gas. In contrast,
the magnitude of the laser noise was determined by the laser output
power and the electronic noise in the silicon optical detectors. To par-
tially mitigate this noise, the laser output power was maximized prior
to each experiment, thereby decreasing the impact of the noise.
Generally, the noise for the CW laser diagnostic, measuring at
223.237 nm, was slightly larger than the noise for the pulsed diagnos-
tic, measuring at 236.9 nm. However, the extremely narrow spectral
width of the CW laser diagnostic provided very strong sensitivity to
the population in v’ = 5, partially mitigating the impact of the higher
noise.”” The combination of strong absorbance with low noise helped
to maintain a consistently large signal-to-noise ratio (SNR), which
directly corresponded to low absorbance uncertainty. Compared to
the previous dilute O,-Ar experiments, the strong SNR in this work
showcases the diagnostic improvements.'”

The best-fit simulations for the two wavelengths at each of the
three temperatures demonstrate the agreement between the converged
CVDV model parameter results and the raw absorbance measurement
(Fig. 3). The plotted best-fit simulations represent the converged
model parameter values after iterating upon parameter fits. Generally,
the simulation and data agree to within the level of the raw absorbance
noise, but in some regions the simulation deviates slightly from the
raw data. This deviation is small and arises from using the full fit for
the CVDV rate parameters instead of the individually measured values
for each experiment. The good agreement between the best-fit absor-
bance simulation and the measured absorbance confirmed the CVDV
rate parameter fits over the range of experimental conditions.

Finally, the converged best-fit simulation of absorbance was plot-
ted against the particle time to show the difference between the mea-
sured time-histories in lab time and simulated time-histories in
particle time (Fig. 3). Including both lab time and particle time pro-
vides options for both zero-dimensional modeling of the chemistry
and one-dimensional modeling that accounts for the flow effects in a
shock tube. The difference between lab time and particle time was
smaller for lower temperatures and for higher Ar dilution because
these experiments experienced smaller density changes. However,
even high temperature, pure O, experiments exhibited only a small
difference between lab time and particle time. The choice to measure
at 5mm significantly reduced the impact of test gas motion and
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FIG. 3. Absorbance (x) time-histories for coupled vibration-dissociation shocks
using 50% O, in Ar at three temperature conditions. The raw data demonstrate the
relatively low noise of the two UV laser diagnostics, and the best-fit simulations
show the good agreement between the converged CVDV simulations and raw data.
The raw data and best-fit simulations are plotted against the lab time, but the best-
fit simulations, replotted against the particle time, illustrate the small effect of density
change and provide modeling options.

reduced the uncertainty of inferring CVDV rate parameters from the
absorbance time-histories.

The current work improved the quality of the absorbance time-
histories compared to past work by using improved diagnostics,
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extending test times with reflected shocks, and minimizing the influ-
ence of post-shock gas velocity. The narrow spectral output of the cur-
rent laser diagnostics provided higher sensitivity to specific vibrational
levels than broadband light sources, like those used by Ibraguimova
et al., thus providing a more sensitive measurement of vibrational tem-
perature, number densities, and CVDV rate parameters.23
Additionally, the use of reflected shocks resulted in higher time-
resolution than using incident shocks, as in the Ibraguimova et al.
work, by very nearly stagnating the test gas. For example, the highest
temperature experiment from Ibraguimova et al.—10820 K—had a
lab-frame test time of 4 us, whereas the 11410 K experiment in Fig. 3
had a lab time of 40 us—an order of magnitude longer. While test gas
in the current work exhibited slight motion due to density change, the
velocity of the test gas behind the reflected shock was much slower
than the velocity behind the incident shock. Ibraguimova et al. also
used a density correction for the analysis of the gas behind the incident
shock, but the current use of reflected shocks reduced the magnitude
of this correction while also extending the test times. By reducing the
magnitude of the density correction, the current work also reduced the
CVDV rate parameter uncertainty arising from the difference between
lab time and particle time. In all, the optical strategies and use of
reflected shocks were conducive to measuring low-noise absorbance
time-histories with high time resolution at high temperatures.

2. Pressure

Pressure time-histories [P(t)] were measured in each shock
experiment using a low-noise piezoelectric pressure transducer. An
example time-history depicts the non-ideal pressure rise (dP/dt), dem-
onstrates the relevant features of the incident and reflected shocks, and
illustrates the magnitude of the pressure transducer noise (Fig. 4).
Only one pressure time-history is provided, as each pressure time-
history exhibits similar features. For reference, this example pressure
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FIG. 4. Pressure (P) time-history for a 50% O,—Ar experiment corresponding to the
lowest temperature case in Fig. 3. The regions corresponding to the incident and
reflected shock highlight the transit time of the shock across the 5.5mm pressure
transducer located 5 mm from the end wall. This case exhibited a non-ideal pres-
sure rise (&) of 0.12 Torr/us with % ranging from 0.09 to 0.42 Torr/us across this
study [Eq. (18), Tables II-IV].
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time-history corresponds to the lowest temperature absorbance time-
history (Fig. 3).

The non-ideal pressure rise was typically linear, so this work used
a simple linear fit to reduce the impact of transducer noise on the pres-
sure time-history [Eq. (18)]. The values of initial post-reflected-shock
pressure (P% and non-ideal pressure rise (dP/dt) for every experiment
are tabulated in Appendix B (Tables II-1V),

dp
it L.

In addition to showing the non-ideal pressure rise, Fig. 4 also
highlights the regions corresponding to the incident and reflected
shock. Though the incident and reflected shocks were very thin, the
width of the pressure transducer resulted in finite transit times for
each shock wave. As expected, the slower-moving reflected shock
exhibits a longer transit time across the 5.5 mm diameter transducer—
centered 5 mm from the end wall. Though this transit time affects the
measured pressure time-histories, the laser beam waists were less than
1 mm, so the shock transit time did not strongly impact the absor-
bance, temperature, or number density time-histories."*

Finally, Fig. 4 demonstrates the magnitude of electronic noise for
the pressure transducer measurement. Typically, the pressure noise
remained within *+5% of the linear fit, and this variation was consis-
tent regardless of initial pressure, P’. Ultimately, the noise in the pres-
sure measurement did not strongly contribute to the uncertainty in
subsequent calculations.

P(t) = P* + (18)

3. Vibrational temperature

Vibrational temperature time-histories [T,(t)] were obtained via
the absorbance ratio, and translational/rotational temperature time-
histories [T (t)] were obtained via energy conservation [Egs. (9) and
(12)]. In this section, the results for three 50% O,-Ar experiments are
provided (Fig. 5), and these three cases correspond to the three 50%

12000 PSR A A
11000
10000 ]

9000 ]

8000 S = See B

7000l el .
6000
5000
4000
30001

Temperature (K)

2000 - / ——P°=30Torr ]

1000 4
0

——P°=53Torr |
——P°=75Torr

-5

0 5

10

20 25
Time (us)

30

T T T
35 40 45 50

FIG. 5. Vibrational temperature (T,) time-histories for three 50% O, in Ar experi-
ments. The translational/rotational temperature (Ty) time-histories were simulated
using energy conservation and enthalpy values from literature [Eq. (12).*” The
results demonstrate the sensitive measurement of T, using two UV laser diagnos-
tics. Finally, the observed depression of T, below T highlights the vibrational

energy loss through dissociation.
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O,-Ar absorbance time-histories (Fig. 3). Similarly, three pure O, and
three 20% O,-Ar temperature time-histories are provided in
Appendix A (Figs. 15 and 16) and correspond to the included absor-
bance time-histories (Figs. 13 and 14). In all, the temperature time-
histories demonstrate the sensitive measurement of T, using UV laser
absorption, exhibit a persistent depression of T, below T, for 50% and
20% O,-Ar mixtures, exhibit convergence of the two temperatures for
the pure O, experiments, and show the large decrease in Ty, due to the
endothermic vibrational relaxation and dissociation processes.

The improved sensitivity of the current measurements, as com-
pared to the dilute O,-Ar experiments or the work by Ibraguimova
et al, arose from both the stronger, lower noise, absorbance signals
and the use of a CW laser to measure at 223.237 nm.'**” The reduced
absorbance uncertainty for each measured wavelength directly
reduced the uncertainty in the absorbance ratio. Therefore, the
improved absorbance measurements clearly and directly improved the
sensitivity of the diagnostic measurement of T,. However, the
improved sensitivity achieved by using a CW laser to measure at
223.237 nm may be less immediately apparent. Previous studies that
used light sources with broader spectra probed multiple transitions
with contributions from multiple vibrational levels.”””” The narrow
spectrum of the CW laser output light reduced the number of probed
transitions, thereby increasing vibrational-state-specificity. The combi-
nation of strong absorbance signals with an inherently more sensitive
diagnostic improved the measurement of T, time-histories (Fig. 5).

The higher O, concentrations maintained low uncertainty
throughout the test time, which was not the case for dilute O,-Ar
experiments.”* Even if the reaction were to proceed to equilibrium, the
current mixtures contained enough O, to make low-uncertainty mea-
surements of T,. For the pure O, and 50% O,—Ar experiments, even
the highest temperature conditions retained enough O, for low-
uncertainty measurements (Figs. 3, 5, 13, and 15). However, the uncer-
tainty for the highest temperature 20% O,-Ar experiments increased
over time because the nearly complete dissociation strongly reduced
the absorbance signals (Figs. 14 and 16). Overall, the persistence of
strong absorbance signals improved the T, time-history measurements
by maintaining low uncertainty throughout the test time.

The current results exhibit a persistent depression of T, below T,
for the 50% and 20% O,-Ar experiments (Figs. 5 and 16). The depres-
sion in the diluted experiments was expected from the CVDV frame-
work, because the dissociation of O, removes vibrational energy, thus
suppressing the increase in T, due to vibrational relaxation.”*** A
similar depression was also observed in the highly dilute O,-Ar
experiments.’* Recombination reactions later add vibrational energy
for diluted O,-Ar mixtures, thereby resulting in the eventual conver-
gence of T, and T, at equilibrium. However, the measured T, time-
histories in 50% and 20% O,—Ar mixtures were not measured for a
long enough time for the recombination reactions to converge T, and
Ty so the depression of T, below T, persisted for the full experimental
test time. Overall, this depression of T, below T\, in diluted experi-
ments remains consistent with previous experimental results and high-
lights an important aspect of the CVDV processes. *'*

Unlike the diluted experiments, T, and T\, were observed to con-
verge in the pure O, experiments (Fig. 15). A persistent depression of
T, below T, requires dissociation to remove vibrational energy faster
than it can be replenished through vibrational relaxation, which is the
case for O,—Ar mixtures. However, the pure O, experiments produce
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significantly more O atoms, and O,-O vibrational relaxation occurs
very fast.”*>*’"*! The higher prevalence of O atoms—with their asso-
ciated fast vibrational relaxation—likely explains the convergence of
T, and Ty, in the pure O, experiments compared to the persistent
depression observed in the 50% and 20% O,—Ar experiments.

The temperature time-histories in Fig. 15 can be compared to
those measured by Ibraguimova et al. in pure O,.”” The Ibraguimova
experiments also observed a convergence between T, and T, within
their experimental test time, but their measured peak values for T, are
up to 1000 K larger than those of this study for similar initial tempera-
tures (T ). The peak value provides a useful comparison between the
two sets of experiments because the experimental timing differs
between the current experiments and the Ibraguimova et al. experi-
ments. Primarily, this timing difference arises from the difference
between incident and reflected shock experiments, but the lower pres-
sures in the current experiments also extend the time for vibrational
relaxation and dissociation. Considering the Ibraguimova experiments
retain uncertainty of roughly £1000K, the current work may still
agree to within experimental uncertainty for the peak values of T.
The current experiments exhibit reduced T, uncertainty due to the
sensitive UV laser diagnostics, but the data still exhibit some consis-
tency with the previous Ibraguimova et al. experiments.

The simulated T\, decreased significantly due to the endothermic
vibrational relaxation and dissociation process over the experimental
test times. Higher temperature experiments exhibited a much larger
decrease in Ty, due to the greater extent of vibrational excitation and
dissociation. Similarly, higher O, concentration experiments exhibited
a larger decrease in T, due to the greater influence of the endothermic
dissociation. Tracking the decrease in T, for each experiment was an
integral step in the calculation of density change and therefore the sim-
ulation of test gas motion. Finally, the measured T, time-histories and
simulated T, time-histories were used to track the CVDV rate param-
eters as functions of temperature, thereby assisting in the parameter
fits for ©(Ty), &(Ty, Tyy), Z(T, Tyy), and ky(Ty,).

4. Number densities in specific vibrational levels

Total O, number density time-histories [n, (t)] were calculated
using the measured absorbance, the measured temperatures, and the
Beer-Lambert relation [Eq. (8)]. Then, vibrational-state-specific num-
ber density time-histories [n,(t)] were calculated using a Boltzmann
distribution [Eq. (11)]. As was the case for the other time-history
results, only 50% O,—Ar results are given in this section with the pure
O, and 20% O,-Ar results included in Appendix A (Figs. 6, 17, and
18). The provided number density time-histories highlight the
quantum-state specificity of the two UV laser absorption diagnostics,
demonstrate the competing effects of density increase and dissociation
on no, (t), and display the low uncertainty of these measurements.

The measurement of populations in v/ =5 and 6 exemplifies
the quantum-state specificity of the UV laser absorption diagnostics
(Fig. 6). Though a Boltzmann distribution was used to calculate n(t)
from no, (t), the specific wavelengths chosen for this study were espe-
cially sensitive to the v/ = 5 and 6 populations.'”*’ These state-specific
number density time-histories increase at early times as the excited
vibrational levels are populated through vibrational relaxation.
Subsequently, the state-specific number density time-histories reach a
peak before declining due to dissociation. These quantum-state-specific

ARTICLE scitation.org/journal/phf

120 e e e e B 6
T =8110K
—~
= 100_PZ=75Torr 15
= X3 =05
g .
E
>
—
[7]
c
©
(@]
—
©
Re]
1S
>
=z
0 T T T T T T T T 0
10 -5 0 5 10 15 20 25 30 35 40 45 50
Time (us)
60 T T T T T T T T T T 3.0
To = 10470 K
5 0 _
"’E 50_P0—53Torr 125
= X5 =05
g .
S
=
>
=
[2]
o
o}
[a]
—
[}
Re]
1S
>
=z
0 T T T T T T T T T 0.0
10 -5 0 5 10 15 20 25 30 35 40 45 50
Time (us)
V77T T T T T T T T 24
TS =11410K
"’E 25_P:=30Torr - 10
= X3 =0.5
= ' m\
E 20 116
2
= 454 112
c
a
— 104 Ho.8
[}
o]
g 51 o {04
zZ nv"=5
nv=6
Ot+——T————7———7T—— 777700
10 -5 0 5 10 15 20 25 30 35 40 45 50
Time (us)

FIG. 6. Number density time-histories for the total amount of O, (no,) and for spe-
cific vibrational levels (n,~) measured in three 50% O, in Ar experiments. Although
0, dissociates, ng, remains fairly constant due to the strong decrease in T.
However, the populations in v/ =5 and 6—measured at 223.237 nm and 236.9 nm,
respectively—evolve due to both dissociation and the change in T, [Eq. (11)].
These results demonstrate the low uncertainty and the quantum-state specificity of
the laser diagnostics.

number density results provide valuable, high-temperature validation
data for computational models.

The total O, number density time-histories exhibit different behav-
ior than the state-specific time-histories because of the competing effects
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of density increase and dissociation. Large changes in T, caused the total
gas number density, n(t), to increase significantly over the test time. This
effect was most apparent for the pure O, time-histories (Fig. 17).
However, dissociation caused np, (t) to decrease relative to the increase
in n(t) as O, reacted to form O atoms. The effect of dissociation was
more apparent for the 20% O,-Ar time-histories, as Ty, changed less
(Fig. 18). Though each no, time-history exhibited the competing effects
of density increase and dissociation, the effects were more balanced for
the 50% O,-Ar experiments, thereby resulting in relatively constant no,
throughout the experimental test time (Fig. 6).

Note that the Boltzmann distribution used to calculate n,~
assumed that all of the O, was in the electronic ground state (X? 2;)
[Eq. (11)]. This reflects an assumption typically made in computa-
tional modeling approaches, but the low-lying electronic states of oxy-
gen (alA, and bIZ;) may play an important role in the energy
transfer.”*>>" If the electronic energy modes are instead assumed to
be in equilibrium with the vibrational modes as is assumed in the Park
two-temperature model, the values for ny~ in the electronic ground
state would decrease by 5%-15%. The experimental uncertainty for
ny typically spans +10%-15%, so the decrease due to population in
the low-lying electronic states would still mostly remain within the
uncertainty bounds.

The uncertainty in no, (t) and ny/(t) increased at higher tempera-
tures but decreased with higher oxygen concentrations, and both fac-
tors were affected by the signal-to-noise ratio of the absorbance
measurements (Fig. 6). The magnitude of the experimental uncertainty
remained fairly constant over the experimental test times because the
absorbance and temperature uncertainties also remained fairly con-
stant (Figs. 3 and 5). Again, the exception was the highest temperature
20% O,-Ar experiments, which exhibited increased uncertainty where
the absorbance approached zero (Figs. 14 and 18). The reduced uncer-
tainty, compared to the previous dilute O,-Ar experiments, demon-
strates the benefit of strong absorbance signals and increased T,
sensitivity of the UV laser diagnostics.

B. Time-history sensitivity to CVDV rate parameters

Sensitivity of the simulated, best-fit absorbance time-histories to
each CVDV rate parameter was calculated by separately perturbing
each CVDV rate parameter in the simulation by factors of two [Eq.
(16)]. The sensitivity calculations did not consider the sensitivity to
kgrm, 10747 or Z because the O,-Ar rates were previously mea-
sured and Z was determined from ¢ using Marrone and Treanor the-
ory. However, the calculations do include the sensitivity to 1?9 since
an assumed value was used for the analysis. The three plotted condi-
tions were selected because they have roughly the same initial temper-
ature (T?r) but in mixtures of pure O,, 50% O,-Ar, and 20% O,-Ar
(Fig. 7). Each of the plotted sensitivity calculations also corresponds to
a provided absorbance time-history (Figs. 3, 13, and 14). Together,
these three sensitivity calculations illustrate the impacts of CVDV rate
parameters on the simulated absorbance time-histories, demonstrate
the effect of mixture composition on the ability to infer CVDV rate
parameters, and exemplify the regions of the absorbance time-
histories best suited for inferring specific CVDV rate parameters.

The sensitivity quantifies how a small change in one of the
CVDV rate parameters would change the simulated absorbance time-
history. As such, the negative values for these sensitivity calculations
show that increasing any of the CVDV rate parameters would decrease
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FIG. 7. Sensitivity of the absorbance best-fit simulation to each of the independent
coupling parameters (t%~%2, t%=0, ¢ k%%, and k3*~°) for three mixtures with
approximately the same initial temperature. Primarily, 7%~ strongly influences
simulated absorbance at early times, whereas the other parameters all influence
simulated absorbance at later times. Finally, the sensitivity to 7%~ strongly
decreases with lower O, mole fraction, while the sensitivity to the other three
parameters remains fairly constant.

the simulated absorbance—as expected from the CVDV model. For
example, increasing 1?2792 or 1%27© results in the slower population
of the excited vibrational states, and lower population in these states
corresponds directly to lower absorbance. Similarly, increasing &
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suppresses the population in the absorbing state by removing vibra-
tional energy, and increasing kngoz or kgro suppresses the popula-
tion by decreasing the overall population of O,. The magnitude of the
sensitivity also relates the uncertainty of the absorbance time-history
to the uncertainty in the CVDV rate parameter fit. A larger value for
the sensitivity corresponds to lower uncertainty for the CVDV rate
parameter fit. As a result, the CVDV rate parameters were fit to por-
tions of the time-histories with the largest magnitude of absorbance
sensitivity.

A comparison across the three mixtures reveals the diminishing
sensitivity of early-time absorbance measurements to 1%~ with
diminishing O, mole fraction, whereas the sensitivity to kgroz,
kngo, and ¢ remains of similar magnitude (Fig. 7). The mixture rule
for vibrational relaxation time explains the diminishing sensitivity to
12270 a5 X, decreases [Eq. (15)]. The magnitude of sensitivity to
kgrOZ, kgroz, and ¢ all peak at similar values, but the time-dependent
behavior of each mixture differs somewhat. These differences in the
time-dependent behavior arise because the 50% O,-Ar and 20%
O,-Ar experiments have higher pressure and do not undergo as large
decreases in T, as 100% O, experiments, and both factors result in the
diluted mixtures approaching equilibrium faster. Overall, these sensi-
tivity plots highlight how Ar dilution changes the absorbance sensitiv-
ity to the CVDV rate parameters.

Despite diminishing sensitivity over the experimental test time,
10702 clearly controls the absorbance sensitivity of the first 5 us of
experimental test time, thereby justifying an early-time fit for isolating
702702 The late-time absorbance behavior retains sensitivity to
kngoz, kgro, and e. Separating these three parameters required the
no, time-history measurement. The direct measurement of n, (t) pro-
vided enough information to solve for ¢ from Eq. (1) without needing
to assume values for kgz—Oz or kgz—o. By using ¢ to calculate Z,
kngoz and kngo were both subsequently inferred from no, (t) [Egs.
(2)-(6)]. However, the absorbance sensitivity demonstrates the higher
sensitivity of the best-fit absorbance simulations to k$>~“ and the ear-
lier onset of this sensitivity in the time-history. Taking advantage of
this sensitivity difference provided the means to individually isolate
kngoz and kgro. The time-dependent nature of the sensitivity calcu-
lations allowed the refinement of the CVDV rate measurements by
iterating and adjusting the fitting windows.

Finally, the sensitivity to 1%~ was included to illustrate the
slight impact of this parameter on the absorbance simulations. In these
calculations, the value for 1%~ was also perturbed by factors of two
from its assumed constant value of 4 x 10 %atm-s, but the studies
from which it was estimated have a spread of almost a full order of
magnitude at high temperature. Based on the plotted values, sensitivity
to 19279 is largest for the pure O, experiment, and this corresponds to
the greater formation of O atoms in pure experiments. Only in the
pure experiments does the sensitivity to 1?20 reach similar values as
those of the other four parameters. In fact, the sensitivity to %7 in
the 50% and 20% O,-Ar experiments was mostly negligible. The infer-
ence of ¢ and Z from data required a value for t%~9, but it is reassur-
ing that the absorbance simulations were not significantly sensitive to
the assumed value.

C. Coupled vibration-dissociation rate parameters

Sections [11 C 1-11I C 4 provide plots for each of the five measured
CVDV rate parameters and compare the current results to previous
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data and models. Tabulated values for the plotted data and corre-
sponding experimental conditions are provided in Appendix B.

1. Vibrational relaxation time

Vibrational relaxation time results for O,-O, collisions (%2~2)
were inferred from fits to T\(t) at early times and extend the measure-
ments to 14000 K—a higher temperature than any previous study
(Fig. 8). While the current study achieved slightly higher temperature
for pure O, experiments than a previous study by the authors, diluted
mixtures of 50% O,-Ar and 20% O,-Ar were leveraged for access to
the highest temperatures.IS However, Ar dilution also introduced the
need to apply the mixture rule, so t%2~4" was extracted from a best-fit
to previous 2% and 5% O,-Ar experimental data [Eq. (19)]."* The
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FIG. 8. Landau-Teller plots depicting t% 2 as a function of Ty. The first plot pro-
vides a comparison of the current data to literature data and mod-
els. 2182526515457 Data points are plotted with the initial temperature, T2, and the
lines in the second plot denote how 7%~ evolved as temperature decreased. For
the 50% O,~Ar and 20% O,—-Ar experiments, 7%~ was isolated using the mixture
rule and %" results from prior work [Egs. (15) and (19)]."*
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current 192~ results exhibit reasonable self-consistency across the
pure O,, 50% O,-Ar, and 20% O,-Ar data, demonstrate the low-
uncertainty of the measurements, resolve 1%~ as a function of Tj,
and show a reduced temperature dependence at high temperatures
compared to the dependence shown in previous data and models

200 T3/6

Pegp V=47 x 107 xexp [ oz | x ————, (19)
Ty 1 —exp (— —2%i0>
170 T3/6

e =84x 107 xexp (7 | x ———. (20)
Ty 1 — exp (— %)

The %792 results not only demonstrate self-consistency, but
remain largely consistent with previous results obtained in pure O,
experiments in Ref. 18. In fact, the overlap between the current study
and Ref. 18—which used only the pulsed UV laser—was sufficient to
support only a slight modification to the pre-exponential constant in
the best-fit equation [Eq. (20)]. Reference 18 used a constant of
8.9 x 10 *atm-us, while the current work uses 8.4 x 10~ °atm-ps.
However, both the current best-fit and Ref. 18 best-fit fall within the
experimental uncertainty for all experiments. The current data show
very slight clustering among the pure O,, 50% O,-Ar, and 20% O,-Ar
results, respectively, but this clustering remains smaller than the uncer-
tainty of any given experiment. The clustering may arise from small
errors in 792747 or the conversion between particle time and lab time,
but the overall scatter only spans +10% while the typical uncertainty
for any given experiment is =25%. The current uncertainty is slightly
lower than that of Ref. 18 because of the introduction of the CW laser
system and the subsequent improvement of the T, time-history
uncertainty.

Discussion of the previous data from Refs. 25 and 26 was pro-
vided in Ref. 18 as well as discussion of the previous models (Refs. 12,
51, and 54-56). However, the current work also provides a comparison
to the collision-time correction of the Millikan and White correlation,
which was discussed for 974" in Ref. 14.”° The collision-time correc-
tion was added because the modified Marrone and Treanor (MMT)
model uses the corrected Millikan and White correlation for t%~©:.'

As in Ref. 18, the results for 192~ deviate very strongly from
the Millikan and White correlation at high temperatures—even with
the collision-time correction.'””® Additionally, the current results
measured longer relaxation times than the predictions of quasi-
classical trajectory (QCT) model by Grover et al. and the forced har-
monic oscillator (FHO) model by Andrienko and Boyd.”"” For the
QCT model, the discrepancy may arise from allowing O, molecules to
occupy energies that do not correspond to actual rovibrational quan-
tum states.”’ For the FHO model, the discrepancy possibly arises from
excluding higher-order terms in the Landau-Teller theory for vibra-
tional relaxation.” The current results show some consistency with
the semiempirical correction developed by Park and the scaling from
higher-order terms developed by Landau and Teller, but neither cap-
tures the highest temperature behavior.”*”” Finally, the current results
measured longer relaxation times than previous experiments, though
the current work demonstrates stronger absorbance signals, narrower
spectral width of the probing light, and longer rise times than the pre-
vious experiments.”””° In particular, Refs. 25 and 26 fit 7%~ from
approximately 0.2-0.5 s behind incident shocks, so the finite extent
of the shock wave, test gas motion, or density change effects could
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explain the discrepancy. The large spread among previous models and
data demonstrates the value of the low scatter and uncertainty in the
current high-temperature 19270 measurements.

2. Average vibrational energy loss

The average vibrational energy loss due to dissociation (&) was
inferred from late-time fits of Eq. (1) using the measured values for T,
T and np,. The plotted and tabulated results normalize &(T,, T,) by
the dissociation energy (D,) (Fig. 9). This work used a D, value of
494 KJ/mol, which corresponds to the value found for the Arrhenius fit
of kngoz. Most of the models do not specify a value for Dy, so 494 k]J/
mol was also used to normalize the model results—with the exception
of the modified Marrone and Treanor model, which inferred a D,
value of 503 kJ/mol from the QCT data.' Additionally, the results were
calculated using four models for vibrational energy [E(T)]."""** For
clarity, Fig. 9 only plots all four models for the highest and lowest tem-
perature conditions, but the full data for each model is included in
Table VII in Appendix B. The anharmonic oscillator (AHO) results
were plotted for all temperatures because this model better reflects the
values used in the spectroscopic model.'”””** Model values were cal-
culated at the measured T, and simulated T, for comparison with
experimental data. Overall, the ¢ results exhibit some clustering based
on mixture composition and follow the same trend as the modified
Marrone and Treanor (MMT) model, although they deviate in magni-
tude from the MMT model predictions.

The very slight clustering of ¢ for the three mixture compositions
may stem from the use of a single ¢ regardless of collision partner [Eq.
(1)]. While the use of a single & was appropriate for highly dilute
O,-Ar experiments where nearly every collision was O,-Ar, pure O,,
50% O,-Ar, and 20% O,-Ar mixtures may need to account for
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FIG. 9. Average vibrational energy loss (&) as a function of translational/rotational
temperature (Ty). Each data point has a corresponding vibrational temperature (T,)
specified in Appendix B. The highest and lowest temperature conditions show ¢ cal-
culated using four models for Ey(T)."“"** Although the results are compared to
multiple models, the experimental results trend most similarly to the MMT model for

1,25,30-32,43

0,0, with non-Boltzmann correction.

Phys. Fluids 33, 056107 (2021); doi: 10.1063/5.0048059
Published under an exclusive license by AIP Publishing

33, 056107-15

65:80:01 920 Asenuer gz


https://scitation.org/journal/phf

Physics of Fluids ARTICLE

different vibrational energy loss terms for each of the O,-Ar, 0,-0,,
and O,-O dissociating collisions. The recent MMT model provides
separate fits of ¢ for both 0,-O, and O,-O dissociating collisions
(Table T)." Treating ¢ as collision partner dependent may better reflect
the processes for the current high O, concentration experiments.
Unfortunately, the current diagnostics do not provide the sensitivity to
resolve separate ¢ for each collision partner, and instead a single ¢ was
inferred for each experiment. While unable to resolve the collision
partner dependence, the current ¢ results still provide a novel compari-
son to CVDV models that retains relatively low uncertainty.

The MMT model presents a convenient form in which to fit ¢ by
manipulating the free parameter (U) [Egs. (3)-(7)]." A fit of this form,
for each of the four E,(T) models, reasonably captured the behavior of
the experimental data (Fig. 9). For clarity and consistency with the
plotted data, only the fit for the anharmonic oscillator (AHO) model is
plotted—in blue—in Fig. 9, but fit parameters for all four models are
presented in Table I. Meanwhile, the solid red line in Fig. 9 plots the
0,-0, results from the MMT model for ¢, but Table I also specifies
the fit parameters for the O,-O fit." Notably, the slope parameter (a;)
for the MMT model has values similar to the experimental fits, but the
intercept parameter (1/U") differs somewhat. This corresponds to the
similarity in trend but different values seen in Fig. 9. The MMT model
fits are more similar to the NASA and REAQCT fits than the AHO or
SHO fits. Finally, the dilute O,-Ar experiments from Ref. 14 were ret-
roactively fit using the MMT model form, and this fit is also included
in Table I.

The data span the two constant-value models by Hansen and
Kuznetsov, and while these models express the & simply, they oversim-
plify the energy loss process.”* Meanwhile, the empirical model by
Ibraguimova, fit to data above 7000 K, trends very differently than the
others.”” The Ibraguimova et al. experiments were completed in a
4000-10 800 K range, so Fig. 9 only plots the model below 10 800 K.

The experimental data consistently fall between the MMT model
and the Marrone and Treanor model calculated with U= o0.""
U =00 implies that the probability of dissociation from each vibra-
tional state only depends on the state’s fractional population—defined
using T,—and the line-of-centers collision energy—defined using
Ttr.l"‘l““) Conversely, the positive, but finite, values of U in the MMT
model imply high-lying states dissociate with higher probability
than predicted via the line-of-centers collision energy. As described in

TABLE 1. Current experimental best-fit MMT model parameters for various vibra-
tional energy calculations [Eq. (7)]."*"** Chaudhry et al. MMT model parameters for
0,-0, and 0,0 collisions are included for comparison. The final value provides
the experimental best-fit MMT model parameters for the previous dilute O,—Ar
experiments.*

Model ay 1/U* (K
SHO 0.2 7x107°
AHO™ 0.2 2%x107°
NASAY 0.3 5x10°°
REAQCT! 0.3 2x107°
MMT: 0,-0," 0.3965 1.7x107°
MMT: 0,-0" 0.3537 42x107°
0,-Ar** 0.4 —7x107°

scitation.org/journal/phf

Ref. 43, U=Dy/(3k), U= 3T, and U= D/(6k) are common empiri-
cal values to account for the high vibrational state dissociation for the
original Marrone and Treanor model. Of these three empirical values
for U, U= Dy/(3k) and U = 3T, overlap with the current data, though
U = Dy/(6k) exceeds the current data and other models. The current
data suggest an impact on dissociation from high-lying vibrational
states, but scatter among the E,(T) models obscures the appropriate
correction to account for high-lying states. For example, the AHO
model predicts a smaller influence of high-lying states than the MMT
model prediction, but the MMT model and REAQCT model predict
similar corrections.

For all four E,(T) models, the MMT model with non-Boltzmann
correction results in reasonable agreement with experimental data. In
particular, the MMT model with non-Boltzmann correction falls
within the uncertainty bounds of nearly all experimental data regard-
less of E,(T) model. The non-Boltzmann correction reconciles the
appropriate Boltzmann distribution describing the low-lying vibra-
tional states with the non-Boltzmann behavior of the high-lying vibra-
tional states. The current experiments only probed low-lying
vibrational states (v =5 and 6) and were unable to probe the non-
Boltzmann behavior of high-lying states, thus the MMT model with
non-Boltzmann correction more accurately reflects the interpretation
of the experimental data.

Ultimately, the most consistent comparison is between the MMT
model with non-Boltzmann correction and the experimental data cal-
culated with the REAQCT model for E,(T). The same QCT results
provide the foundation for both the REAQCT and MMT models, so
using the REAQCT model while inferring the experimental data better
reflects the MMT model values." The good agreement between the
experimental data and MMT model, both using the REAQCT model,
highlights the importance of comparing experiments and models
using consistent models for E(T).

3. Vibrational coupling factor

The vibrational coupling factor (Z) was calculated directly from &
using Marrone and Treanor theory [Egs. (3)-(7)].° Therefore, the
trends of the Z results and comparisons to models follow similar
behavior as was observed for . Again, the results were calculated using
four models for vibrational energy [E,(T)], but Fig. 10 only plots all
four models for the highest and lowest temperature conditions for
clarity.""”* The anharmonic oscillator (AHO) results were plotted for
all temperatures, but the full data for each E,(T) model is included in
Table VII in Appendix B. The data are compared to the same models,
with the addition of the Macheret-Fridman model and the Park two-
temperature correction, again calculated at the measured T, and simu-
lated T. As expected from the ¢ results, the best-fit from Table I
reproduces the data trend and the results only deviate slightly from the
MMT model values for O,-O, collisions with non-Boltzmann
correction.

None of the CVDV models perfectly captures the behavior of the
experimental data, but the MMT model with a non-Boltzmann correc-
tion results in close agreement.1 As stated for the ¢ results, the MMT
model uses the REAQCT model for E,(T); thus, a fair comparison
requires the experimental results interpreted using the REAQCT
model (Table VII). However, once again the MMT model with non-
Boltzmann correction falls within the uncertainty bounds of nearly all
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FIG. 10. Vibrational coupling factor (Z) as a function of translational/rotational tem-
perature (Ty). Each data point has a corresponding vibrational temperature (T,)
specified in Appendix B. The highest and lowest temperature conditions show Z
calculated using four models for E,(T)."*"** Although the results are compared to
multiple models, the experimental results trend most similarly to the MMT model
with non-Boltzmann correction and overlap with the Park two-temperature model at
high temperatures, ' #>%0-#2244257

experimental data regardless of E,(T) model. This is partially because
the uncertainty for Z was amplified through the vibrational partition
functions, Q(T), in the Marrone and Treanor theory calculation [Egs.
(4) and (5)]. Of the considered CVDV models, only the MMT model
reproduces the experimental behavior over the full temperature range.

The Park model, though not a full CVDV model, provides a rec-
ommendation to account for the slowing of dissociation due to vibra-
tional nonequilibrium.™ Instead of using Z, the Park model suggests
using the geometric mean of T, and T, as a pseudotemperature to
account for the effect of vibrational equilibrium on dissociation.
However, the Park correction can be expressed in the same form as
the other CVDV models by dividing the two-temperature dissociation
rate constant [k (v/ Ty T)] by the one-temperature dissociation rate
constant [ky(T)] [Eq. (21)],

kd ( V Tv Ttr)
kd(Ttr) ’

Figure 10 plots this ratio using the Park recommendation for the
0,-0, dissociation rate constant, the measured T,, and the simulated
Ty The Park model results trend similarly to the experimental data
and agree somewhat at high temperatures, though this agreement
breaks down at lower temperatures. However, the Park model does
not include a mechanism for vibrational energy loss through dissocia-
tion (i.e., €), so the full Park two-temperature model does not predict
the persistent suppression of T, below T, for the O,—Ar results. While
the Park model provides reasonable agreement with the experimental
data, the model framework lacks the vibrational energy loss mecha-
nism that was critical to isolating Z from experimental time-histories.

Of the remaining models, the Hansen model and the Marrone
and Treanor model (with U=00) trend similarly, the Kuznetsov

Zpark = (2 1)
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model and the Macheret-Fridman model trend similarly, and the
Ibraguimova model trend is significantly different from all the
others.”””"?** As was discussed in Ref. 14, the Hansen model was
developed to adapt the Marrone and Treanor model into a form better
suited for a fast computational fluid dynamics (CFD) subroutine, thus
explaining the similarity. Both the Hansen model and the Marrone
and Treanor model (with U=00) exceed the experimental results,
suggesting that high-lying vibrational states exhibit preferential disso-
ciation. As anticipated from the ¢ results, the empirical values of
U=Dy/(3k) and U=3T,, overlap with the current data, though
U = Dy/(6k) differs from the current data at high temperatures.”’ The
Kuznetsov model remains within the experimental uncertainty
throughout the temperature range, but it predicts smaller values for Z
than the current data at high temperature.”’ The Macheret-Fridman
model also reproduces the data trend fairly well, though this model
generally underpredicts the current data—especially at high tempera-
ture.” Finally, the Ibraguimova model was developed empirically,
which may explain the strongly deviant trend. The Ibraguimova et al.
experiments were completed in a 4000-10 800 K range, so Fig. 10 only
plots the model below 10800K. Besides the MMT model, the
Kuznetsov model and empirical values for U remain within experi-
mental uncertainty over the full temperature range, but all deviate
from the current data to various extents at high temperatures.

4. Dissociation rate constant

Dissociation rate constant results for O,-O, and O,-O collisions
(kngOz and kngo, respectively), obtained via fits to no, (t), extended
the measurements to higher temperatures than any previous study
(Figs. 11 and 12). Though the t%:~% measurements extended to
nearly 14000 K, the k; measurements only extend to nearly 13 000K
due to the temperature drop throughout the vibrational relaxation
process. Overall, the experiments were more sensitive to kf;ro2 than
kgro, resulting in lower uncertainty for kgroz. For the 50% O,-Ar
and 20% O,-Ar experiments, kgz A \as calculated using the best-fit
expression from Ref. 14 [Eq. (22)]. The current k, results exhibit con-
sistency across the pure O,, 50% O,-Ar, and 20% O,-Ar data, demon-
strate the low scatter of laser absorption measurements, and show
reasonable agreement with previous data and models

K9 =39 x 10T, " exp (—59380/Ty) cm® /mols.  (22)

a. 0,-0, dissociation rate constant. The kgroz results, resolved

as a function of T, for the endothermic dissociation, range from 5000
to 13000 K and highlight the low scatter and uncertainty of the laser
measurements (Fig. 11). As with t%22, the k3>~ results, plotted as
a function of Ty, also agree within the experimental uncertainty. The
data demonstrate the low uncertainty of the measurements, though
this uncertainty increased both with higher Ar dilution and in higher
temperatures experiments. Finally, the temperature-resolved results
demonstrate the good agreement of the data to the current best-fit
expression [Eq. (23)],

K3 = 9.5 x 107 T, ' exp (—59 400/ Ty;) cm® /mols.  (23)

The current best-fit Arrhenius equation for kgz_oz shares some

similarities with the included models [Eq. (23)]. The current best-fit
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FIG. 11. Arrhenius plots depicting k02 % gs a function of Ty, The first plot provides
a comparison of the current data to literature data and models. 7252543357 The
data pomts were sampled from the portion of the time-history with the highest sensi-
tivity to k2, and the lines in the second plot denote the evolution of k%% as
Ty decreased For the 50% Os—Ar and 20% O,—Ar experiments, k02 was taken
from prior work to isolate k ?

found the dissociation temperature (T4) to be 59400K as shown in
the exponential term. This value of Ty relates directly to the previously
used dissociation energy (Do =494k]J/mol) via the universal gas con-
stant. The Baulch et al. model and the Park model both found similar
values for Ty (59 380 and 59 500 K, respectively), but the MMT model
specifies a slightly larger T4 (60 540 K) that was fit from the QCT data
and partially accounts for the steeper slope of this model. The
Andrienko and Boyd model does not express the model results in an
Arrhenius form, but the slope suggests it too would return a larger Ty
than the current best-fit equation. The current best-fit found a pre-
exponential temperature exponent of —1.7, and this value falls
between the values of the Baulch et al. model and the Park model
(—2.5 and —1.5, respectively). The temperature exponent accounts for
the divergence of the Baulch et al. model and the Park model at high
temperatures. Again, the MMT model value of —0.77 differs from
aforementioned values, and this also contributes to the steeper slope of
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FIG. 12. Arrhenius plot depicting koZ as a function of Ty with a comparison of
the current data to literature data’ and models.25#555¢' The measurement of
kg -0 retalned large uncertainties because the time-histories were the least sensi-
tlve to k02 . The data points are plotted for the same temperature conditions as
Fig. 11.

the MMT model. Overall, both T4 and the temperature exponent
account for the slightly different slopes of each model, whereas the
temperature exponent mostly accounts for the divergence among the
models at high temperatures.

None of the models quite reproduce the current kngoz data,
especially at high temperatures, but the Park model best reproduces
the data trend (Fig. 11). The Andrienko and Boyd model exceeds the
current data and the other models by roughly a factor of two for the
temperature range of this study. The Baulch et al. model, the Park
model, and the MMT model all reasonably reproduce the data below
8000 K, but these three models diverge at higher temperatures. The
Baulch et al. model underpredicts the experimental data, but both the
Park model and the MMT model mostly remain within the experi-
mental uncertainty. Of the two, the Park model best reproduces the
experimental data, although the MMT model provides an acceptable
prediction of kdoroz

Finally, the current data exhibit much lower scatter than any of
the previous studies, again highlighting the advantages of UV laser
absorption diagnostics for isolating CVDV rate parameters (Fig. 11).
All of the data from previous works were obtained using the absorp-
tion of UV light, but most of the previous studies used broadband light
sources dispersed via monochromators.””* The much wider spectrum
from the broadband light sources reduced the vibrational-state specif-
icity of the measurements and noise from the monochromators and
photomultipliers contributed to the large scatter in the previous stud-
ies. In contrast, the narrow spectrum of the UV laser light and simpler
detection optics resulted in low scatter and uncertainty for the current
work. Of the previous studies, the work by Ibraguimova ef al. exhibits
the lowest scatter, and their study overlaps with the current results.
This work improved upon the Ibraguimova et al. results by extending
measurements to higher temperatures and reducing the uncertainty
with the UV laser absorption diagnostics. Unlike the prior studies, the
current work results in the low scatter and uncertainty necessary to
distinguish between models.
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b. O,-0 dissociation rate constant The kOZ results, plotted for
the same temperatures as kOZ 2, also exhrblt low scatter, but these
measurements exhibit much hlgher uncertainty due to the lower sensi-
tivity of the reaction to kOZ © (Fig. 12). Due to the increased uncer-
tainty, k =0 was not resolved as a function of T, for the endothermic
dlssocratron The uncertainty was generally larger because of the lower
sensitivity to kdOZ_O (Fig. 7). However, the uncertainty was also larger
for lower temperatures and higher Ar dilution because those experi-
ments produced fewer O atoms. Ultimately, koz © data were best fit
with a very similar expression as k02 % put 1ncreased by a constant
factor of 3.5 [Eq. (24)]

k930 = 3.3 x 102 T, exp (~59400/T;;) em® /mols.  (24)

The kngo best-fit Arrhenius equation shares similarities with
the Baulch et al. model, the Park model, and the Andrienko and Boyd
model, but the MMT model significantly underpredicts the current
results [Eq. (24)]. All of the considered models used the same T4 and
temperature exponent values as their kngoz expressions with the
exception of the MMT model. The MMT model used a T4 of 60 552 K
and a temperature exponent of —0.65, which are similar to the O,-O,
values. Notably, the current best-fit, the Baulch et al. model, the Park
model and the Andrienko and Boyd model all find values for k>~
that ran §e from 3 to 5 times larger than the k3>~ fits. On the other
hand, k;*~" and ko2 2 for the MMT model essentlally overlap. The
current best fit supports the use of a larger ko2 than the MMT
model.

Other quasi-classical trajectory (QCT) results have likewise found
discrepancy between modeled and experimental O,-O rates, so many
past QCT results apply a multisurface correction factor of 16/3 to bet-
ter align the models and experiments.” *’ This multisurface correc-
tion factor accounts for the role of multiple electronic configurations
of the three-atom system for O,-O collisions. In particular, the O3 sys-
tem exhibits spin and spatial symmetries between ground-state, triplet
O, and ground-state, triplet O. These symmetries result in nine adia-
batic electronic states for the O system: three singlet states, three trip-
let states, and three quintet states."’ The O, system does not exhibit
these symmetries, so a multisurface correction was not relevant to the
earlier O,~0, dissociation rate constant results. Full discussion of the
Oj5 potential energy surfaces can be found in Ref. 41, while the multi-
surface correction factor is discussed in Refs. 58-60. As expected, the
16/3 correction factor results in better agreement between the MMT
model results and the current experiments, and the corrected results
fall entirely within the bounds of experimental uncertainty.

The larger uncertainty of the kOZ © data hinders the comparison
of the current data to the models. Agam none of the models reproduce
the current kngo data, especially at high temperatures, but the
Andrienko and Boyd model, the Baulch et al. model, the Park model,
and corrected MMT model all remain within the experimental uncer-
tainty (Fig. 12). The Andrienko and Boyd model again exceeds the
current data and the other models by roughly a factor of two, but the
experimental uncertainty spans a similar range. The Park model
exceeds the ko2 O data more than it exceeded the k02 O data,
whereas the Baulch et al. model behaves similarly for both kOz and
kOz 92 The large uncertainty obscures the comparison between the
Andrlenko and Boyd model, the Baulch et al. model, the Park model,
and the MMT model with multisurface correction.
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The current data again exhibit much lower scatter than a previ-
ous study that used broadband UV light and monochromators

(Fig. 12).°° The other studies that measured kdoz_OZ did not purport to

measure k>~ 7, opting instead to either neglect 0,-O dissociation or

0 (o KOO

assume a constant ratio of kgz . For example, the

Ibraguimova et al. study assumed that kgro was 3.5 times larger than

kngoz, the same as was found in the current study. While the current
kglOrO data exhibit much lower scatter than the Shatalov study, the
current experimental uncertainty still spans the scatter in the Shatalov
data. This study was able to isolate kgz—o with low scatter, but the sen-
sitivity to O,-O collisions was small, resulting in large uncertainty.
Overall, the kdoz_O results highlight the unique capabilities of UV laser
absorption diagnostics for isolating multiple reaction rate coefficients
from a single shock-tube experiment.

IV. CONCLUSIONS

The experimental setup used in this work produced well-defined
and controlled high-temperature and low-pressure conditions, and the
two UV laser absorption diagnostics provided an in situ, quantum-
state-specific method to probe vibrational state populations (Fig.
1)."*'”'% This combination of tightly controlled conditions and sensi-
tive diagnostics resulted in the high-quality absorbance time-histories
at 223.237nm and 236.9 nm, which correspond to v/ =5 and 6,
respectively (Figs. 3, 13, and 14)."”” These absorbance time-histories
improved upon previous work by increasing the signal-to-noise ratio
and by adding continuous-wave laser light to increase the vibrational
state sensitivity. As in previous work, the absorbance ratio was used to
calculate Ty, the magnitude of absorbance at either wavelength was
used to calculate np,, and a Boltzmann distribution using np, and T,
was used to calculate ny.. The temperature time-histories demon-
strated the ability to distinguish the depression of T, below T
throughout the experimental test time for O,—Ar experiments (Figs. 5
and 16). Meanwhile, the pure O, experiments exhibited a convergence
between T, and T,—likely due to the fast O,-O relaxation (Fig. 15).
The ny» time-histories demonstrated the quantum-state specificity of
this work, whereas the np, time-histories showcased the competing
effects of density increase and dissociation (Figs. 6, 17, and 18). In this
work, the uncertainty of the T, np,, and n,» time-histories was signifi-
cantly reduced because of the improved absorbance signals and more
sensitive UV laser diagnostics. These low-uncertainty Ty, no,, and ny
time-histories were central to the isolation of the CVDV model
parameters [Egs. (1) and (2)].

Unlike the dilute O,-Ar study, the higher oxygen concentrations
utilized in this work resulted in larger decreases in T, due to the endo-
thermic vibrational relaxation and dissociation processes, so the analy-
sis used energy conservation to calculate the decreases in Ty, and
used mass conservation to determine the magnitude of the gas motion
(Fig. 2). Ultimately, the gas motion was used to account for slight
differences between the lab time—in which the time-histories were
measured—and the particle time—from which the CVDV rate param-
eters were inferred. The magnitude of this correction was kept small
by making measurements 5mm from the end wall, and overall this
effect exhibited a timing difference of less than 5 yis even in the highest
temperature cases. To illustrate the effect of particle motion, the best-
fit absorbance simulations were plotted against both lab time and par-
ticle time (Figs. 3, 13, and 14). Accounting for the effects of density
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change and test gas motion was integral to obtaining accurate results
for the inferred CVDV rate parameters.

The time-history results provide several options for comparisons
to computational models. Zero-dimensional model results can be
compared to the particle-time-adjusted measured time-histories to
infer CVDV rate parameters, whereas models that include the one-
dimensional incident and reflected shock processes can be compared
to the lab-time measurements at 5 mm from the end wall.”' The exper-
imental conditions included in Tables II-IV in Appendix B provide
additional information about the fill pressure, non-ideal pressure rise,
shock velocity, and shock attenuation to assist with model compari-
sons. The low uncertainty and high time resolution of this work pro-
vide appropriate test cases for computational model validation.

The CVDV rate parameter results demonstrate the sensitivity of
laser absorption diagnostics for inferring vibrational energy excitation
and dissociation rates to higher temperatures than had been previously
achieved."” Each of the five inferred CVDV rate parameters (102702 ¢,
Z, kgroz, and kgro) exhibits reasonably low scatter and uncertainty
among the pure O,, 50% O,-Ar, and 20% O,-Ar experiments and
was compared to relevant models and previous data (Figs. 8-12). The
results for 1279 were resolved as a function of T, throughout the
endothermic vibrational relaxation process, and the data show a
reduced temperature dependence at high temperatures than previous
data and models (Fig. 8). The clustering in the ¢ results based on mix-
ture composition implies that each collision partner—Ar, O,, and O—
may require a separate ¢, but the current diagnostics did not resolve
this difference (Figs. 9 and 10). However, this clustering was not
apparent in the Z results. Additionally, both the ¢ and Z results dem-
onstrate a reasonably good fit of the same form as the MMT model,
but the values deviate slightly from the MMT model predictions
(Table 1)." Finally, the k3>~ % and k9>~© results highlight the much
lower scatter than previous measurements, with kgz—Oz resolved as a
function of Ty, throughout the endothermic dissociation process
(Figs. 11 and 12).

Many of the models only provided recommendations for one
or two of the CVDV rate parameters, but the Andrienko and Boyd
models, Ibraguimova et al. experiments, Park two-temperature
model, and MMT model all recommended multiple CVDV rate
parameters.1,25,"15,"1'1,35‘5(7

The Andrienko and Boyd models generally differ from the cur-
rent data significantly, though they reproduce the data trends reason-
ably well. """ For 19792, the Andrienko and Boyd models
underpredict the experimental results by about a factor of two, but
thoey cheed the experimental results by a factor of two for kgroz and
k2.

‘ The Ibraguimova data for %~ and k3"~ exhibit reasonably
consistency with the current results, but the current results demon-
strate a larger reduction in the temperature dependence of 1992
Additionally, the Ibraguimova et al. assumption that kgro was 3.5
times larger than kdoro2 is supported by the current experimental
results. However, the empirical fits for ¢ and Z vastly differ both in
trend and magnitude from the current results and previous models.

The Park two-temperature model provides recommendations for
kngo2 and kgro as well as a correction to account for the effect of
vibrational nonequilibrium on dissociation.”® The three parameters
affecting dissociation (kgroz, kngo, and Z) show relatively good
agreement with the current experiments. However, the parameters in
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the Park model affecting vibrational energy transfer (t%~2) and loss
(&) exhibit poor agreement with experiments. Park provided two rec-
ommendations for 7%~ —one based on thermochemical relaxation
in shock tunnels and one based on the collision time correction, and
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FIG. 13. Absorbance () time-histories for coupled vibration-dissociation shocks
using pure O, at three temperature conditions. The raw data demonstrate low noise
of the laser diagnostics, the best-fit simulations show good agreement with the raw
data, and the particle-time simulations illustrate the effect of density change. The
wavelengths were selected to probe v’ =5 and 6, respectively.

Phys. Fluids 33, 056107 (2021); doi: 10.1063/5.0048059
Published under an exclusive license by AIP Publishing

33, 056107-20

65:80:01 920 Asenuer gz


https://scitation.org/journal/phf

Physics of Fluids

neither recommendation fully agrees with the experimental data
(Fig. 8).”””° However, due to the lack of inclusion of ¢, the Park model
would predict the convergence of T, and T, in all cases instead of the

observed suppression of T, below T, for the O,~Ar mixtures. While

08 T T T T T T T T T T T
T.=7840K ——223.237 nm (CW)
07960 = 130 Torr ——236.9 nm (pulsed) ]
064X =02 T Particle Time
64 %0, =0 .
o 951
S 0.4
c
=
S 0.3
a
< 02
0.1
0.0
'01 T T T T T T T T T T T
10 5 0 5 10 15 20 25 30 35 40 45 50
Time (us)
0.35 ——— T T——T——T——T——T
T2 =10310K ——223.237 nm (CW)
0.301 P° = 97 Torr ——236.9 nm (pulsed)
0 _nn N === Particle Time
. X3, =0.2 ]
) i
8020
c
8 0.154
—
?
8 010simuationf=” ™w,_ TS
<
0.05
0.00
-0.05 —— T
10 5 0 5 10 15 20 25 30 35 40 45 50
Time (us)
0.09 ————— T T
oioe] T2 =13830 K ——223.237 nm (CW) ]
2 ——236.9 nm (pulsed)

P°=33Torr /% 2T,
\ ————— Particle Time

-0.01 T T T T T T T T T T T
10 5 0 5 10 15 20 25 30 35 40 45 50

Time (us)

FIG. 14. Absorbance () time-histories for coupled vibration-dissociation shocks
using 20% O, in Ar at three temperature conditions. The best-fit simulations show
good agreement with the raw data, and the particle-time simulations illustrate the
effect of density change. The noise in the highest temperature case was more pro-
nounced due to the low absorbance at low pressures. The wavelengths were
selected to probe v/ =5 and 6, respectively.
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FIG. 15. Vibrational temperature (T,) time-histories for three pure O, experiments
that demonstrate diagnostic sensitivity. While O,—Ar mixtures exhibited a suppres-
sion of T, below T, the pure O, time-histories converge likely due to the role of
fast vibrational relaxation via O,-O collisions. The translational/rotational tempera-
ture (T;) time-histories were simulated using energy conservation and enthalpy val-
ues from literature [Eq. (12)]."

the dissociation parameters of the Park model reasonably agree with
experimental data, the Park model framework cannot reproduce the
observed behavior of the temperature time-histories.

Finally, the MMT model provides recommendations for all of the
five CVDV rate parameters.” The MMT model provided good agree-
ment with the current data for ¢ and Z, particularly with the non-
Boltzmann correction. Similarly, the kgz_ * prediction of the MMT
model falls within the uncertainty of the current experimental results.
Conversely, the kgro prediction of the MMT model significantly
underpredicts the current experimental results, even with the increased
experimental uncertainty. However, the multisurface correction factor
of 16/3 recommended by many previous QCT models results in much
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FIG. 16. Vibrational temperature (T,) time-histories for three 20% O, in Ar experi-
ments that demonstrate diagnostic sensitivity and the suppression of T, below Ti.
The translational/rotational temperature (Ty) time-histories were simulated using
energy conservation and enthalpy values from literature [Eq. (12)]."
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better agreement between the MMT model and experimental data for
k$>7©. Finally, the use of the Millikan and White correlation with a
collision-time correction (as suggested by Park) again significantly
underpredicts the current 12~ results. The good agreement for ¢
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FIG. 17. Number density time-histories for the total amount of O, (no,) and for spe-
cific vibrational levels (n,~) measured in three pure O, experiments. In this case,
no, increases due to the strong decrease in Ty, which corresponded to an
increased gas density. The n,» behavior more closely follows o because the wave-
lengths were selected to probe v/ =5 and 6, respectively. Overall, these results
demonstrate low uncertainty and quantum-state specificity.
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and Z with worse agreement for kgroz, kgro, and 192792 suggests

that the MMT model reasonably describes the distribution of the
vibrational states of dissociating molecules but does not fully predict
the magnitude of the vibrational excitation and dissociation rates.
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FIG. 18. Number density time-histories for the total amount of O, (no,) and for spe-
cific vibrational levels (n,~) measured in three 20% O, in Ar experiments. In this
case, No, decreases due to the smaller decrease in Ty, and nearly complete disso-
ciation. The n,» behavior more closely follows « because the wavelengths were
selected to probe v/ =5 and 6, respectively. Overall, these results demonstrate
low uncertainty and quantum-state specificity.
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TABLE II. 100% O; initial condition summary. Boldface denotes the plotted absorbance, temperature, and state-specific number density time-histories (Figs. 13, 15, and 17).

Ref. T?r (K) P° (Torr) Pgp (Torr) dP/dt (Torr/us) Ui, (mm/pus) U, (mm/us) Atten. (%/m)
100-1 6230 57 0.13 0.10 2.22 0.77 0.62
100-2 6300 89 0.19 0.13 2.23 0.76 0.73
100-3 6800 63 0.13 0.12 2.32 0.80 0.51
100-4 6890 37 0.08 0.19 2.34 0.81 0.05
100-5 7340 30 0.05 0.24 241 0.83 0.93
100-6 7940 41 0.07 0.15 2.51 0.87 —0.91
100-7 8750 26 0.04 0.42 2.64 0.91 —1.39
100-8 9560 34 0.05 0.24 2.76 0.95 —0.33

TABLE Il. 50% O,-Ar initial condition summary. Boldface denotes the plotted absorbance, pressure, temperature, and state-specific number density time-histories (Figs. 3-6).

Ref. T?r (K) P° (Torr) Pgp (Torr) dP/dt (Torr/us) Ui, (mm/pus) U, (mm/us) Atten. (%/m)
50-01 7100 122 0.36 0.13 2.07 0.86 0.82
50-02 7430 100 0.26 0.13 2.12 0.88 091
50-03 8110 75 0.18 0.12 2.21 091 0.06
50-04 8410 125 0.30 0.20 2.25 0.93 0.31
50-05 8580 60 0.14 0.12 2.28 0.94 0.47
50-06 8720 110 0.24 0.18 2.30 0.95 0.18
50-07 8980 49 0.11 0.13 2.33 0.96 0.37
50-08 9370 77 0.16 0.19 2.38 0.98 0.20
50-09 9530 39 0.08 0.15 2.40 0.99 0.29
50-10 9820 35 0.06 0.14 2.44 1.00 0.52
50-11 10470 53 0.10 0.30 2.52 1.03 —0.46
50-12 10910 58 0.12 0.20 2.58 1.05 —1.54
50-13 11410 30 0.06 0.36 2.63 1.08 0.67

TABLE IV. 20% O,-Ar initial condition summary. Boldface denotes the plotted absorbance, temperature, and state-specific number density time-histories (Figs. 14, 16, and 18).

65:80:01 920 Asenuer gz

Ref. T?r (K) P° (Torr) Pgn (Torr) dP/dt (Torr/us) Ujs (mm/pus) U, (mm/us) Atten. (%/m)
20-01 7530 160 0.60 0.11 1.96 0.92 0.42
20-02 7840 130 0.47 0.09 2.00 0.94 0.72
20-03 8570 91 0.29 0.11 2.09 0.98 0.64
20-04 8580 208 0.70 0.26 2.09 0.98 0.77
20-05 8810 186 0.61 0.22 2.12 0.99 0.42
20-06 9190 68 0.19 0.12 2.17 1.01 0.73
20-07 9380 148 0.43 0.24 2.19 1.02 0.47
20-08 10310 97 0.25 0.23 2.30 1.07 0.40
20-09 10410 42 0.10 0.09 2.31 1.07 0.80
20-10 10600 42 0.10 0.14 2.33 1.08 —0.10
20-11 10620 83 0.20 0.23 2.33 1.08 0.27
20-12 11270 64 0.15 0.23 2.40 1.12 0.62
20-13 12030 51 0.10 0.21 2.48 1.15 0.56
20-14 13830 33 0.06 0.29 2.67 1.23 —0.29
Phys. Fluids 33, 056107 (2021); doi: 10.1063/5.0048059 33, 056107-23
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TABLE V. Vibrational relaxation time (t) data.
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TABLE VI. 0,-0, (kSZ’OZ) and 0-O (kf,’z’o) dissociation rate constant data.

Ref. T, (K) T;l/S (K1) Pt (atm-us)
100-1 5990 0.0551 0.420
100-2 6040 0.0549 0.405
100-3 6590 0.0534 0.331
100-4 6670 0.0531 0.350
100-5 7090 0.0520 0.348
100-6 7730 0.0506 0.308
100-7 8470 0.0491 0.289
100-8 9280 0.0476 0.264
50-01 6960 0.0524 0.357
50-02 7290 0.0516 0.334
50-03 7980 0.0501 0.335
50-04 8280 0.0494 0.312
50-05 8440 0.0491 0.287
50-06 8590 0.0488 0.283
50-07 8850 0.0484 0.273
50-08 9210 0.0477 0.274
50-09 9380 0.0474 0.276
50-10 9670 0.0469 0.261
50-11 10340 0.0459 0.230
50-12 10760 0.0453 0.231
50-13 11260 0.0446 0.215
20-01 7460 0.0512 0.313
20-02 7770 0.0505 0.292
20-03 8500 0.0490 0.277
20-04 8530 0.0490 0.253
20-05 8770 0.0485 0.265
20-06 9120 0.0479 0.263
20-07 9340 0.0475 0.266
20-08 10240 0.0460 0.212
20-09 10340 0.0459 0.215
20-10 10530 0.0456 0.219
20-11 10550 0.0456 0.232
20-12 11200 0.0447 0.209
20-13 11970 0.0437 0.201
20-14 13770 0.0417 0.180

Of all of the model comparisons, the MMT model provides the most
comprehensive and accurate comparison to the current experimental
data.

Future work can leverage the methods and results of this study
to isolate more high-temperature internal energy excitation and
chemical reaction rates relevant to air. Continued studies of
high-temperature O, would benefit from the investigation of the
low-lying excited electronic states (a'Ag and bIEQ'), because the
electronic excitation process critically lacks kinetic data.
Additionally, some models predict that these electronic states play a
significant role in speeding the dissociation of O, in hypersonic
flows, so the development of laser diagnostics to probe these states

1000/T,, k@ |
Ref. T, (K) (KH (cm?/mol’s) (cm?/mol's)
100-1 5070 0.197 3.60 x10' 1.59 x 10"
100-2 5080 0.197 4.39 x10'° 1.67 x 10"
100-3 5460 0.183 7.41 x10" 3.31 x10"
100-4 5600 0.179 1.03 x 10" 2.95 x 10"
100-5 5850 0.171 1.39 x10" 5.20 x 10"
100-6 6260 0.160 2.76 x 10" 8.80 x 10"
100-7 6810 0.147 5.03 <10 1.42 x10'2
100-8 7290 0.137 7.92 x10M 3.03 x1012
50-01 6170 0.162 2.28 x10'! 6.20 x10'!
50-02 6430 0.155 3.11 x10" 9.04 x10'"!
50-03 6980 0.143 4.94 x10" 1.55 x 102
50-04 7150 0.140 6.74 x10" 2.06 x10'2
50-05 7360 0.136 6.56 x 10" 2.82 x10"2
50-06 7390 0.135 8.48 x 10" 3.02 x10"2
50-07 7680 0.130 1.04 x10"? 3.15 x 1012
50-08 7880 0.127 1.20 x 102 3.32 x1012
50-09 8150 0.123 1.58 x10'? 4.01 x1012
50-10 8360 0.120 1.57 x10"? 5.23 x 1012
50-11 8770 0.114 2.00 x10'2 7.89 x 102
50-12 9010 0.111 2.60 x10'2 9.05 x 102
50-13 9530 0.105 3.23 x102 1.12 x10"3
20-01 6980 0.143 6.43 x10'! 2.31 x10?
20-02 7260 0.138 7.28 x10" 2.82 x10'?
20-03 7920 0.126 1.09 x10'? 3.89 x 10"
20-04 7940 0.126 1.38 x10'2 4.70 x10'2
20-05 8150 0.123 1.45 x10'2 6.22 x10"2
20-06 8470 0.118 1.91 x10'2 7.52 x10'2
20-07 8630 0.116 2.16 x10"2 7.67 x1012
20-08 9420 0.106 3.72 x1012 1.06 x10"3
20-09 9600 0.104 4.06 x10'2 1.08 x10"3
20-10 9720 0.103 3.79 x1012 1.31 x10"3
20-11 9730 0.103 3.27 x10'? 1.21 x1013
20-12 10330 0.097 5.38 x 1012 1.55 x10'3
20-13 11000 0.091 6.82 x10'? 1.98 x10'3
20-14 12680 0.079 1.10 x 10" 3.65 x 10"

provides an opportunity for unique model validation data.”” The
current results for O,-O, rates can be leveraged in futures studies,
especially those that include N,. The O, reactions probed in this
study represent an important subset of the reactions that influence
high-temperature air, but N, reactions—especially those that
involve NO—provide a clear target for similar shock tube
studies.” '” The current quantum-state specific laser diagnostics
used in this work remain applicable to a range of nonequilibrium
phenomena in high-temperature air, and expanding upon the
current diagnostics, methods, and results can similarly probe
many more important nonequilibrium phenomena for high-
temperature air.
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APPENDIX A: ADDITIONAL TIME-HISTORY RESULTS
FOR PURE O, AND 20% O,-AR

The following figures contain additional time-history results
for three pure O, experiments (Figs. 13, 15, and 17) and three 20%
O, in Ar experiments (Figs. 14, 16, and 18). Figures 13 and 14 pro-
vide additional absorbance time-histories that show the raw data,
best-fit simulation, and particle-time simulation. Together, these

Ref. Ty (K)  1000/Te (K™ Ty (K)  &mo/Do  eano/Do  enasa/Do  ereaqer/Do Zsmo  Zamo  Znasa  Zreaqer
100-1 4730 0.211 4510 0.605 0.640 0.707 0.686 0.599 0.597 0.574 0.581
100-2 4980 0.201 4610 0.586 0.627 0.708 0.682 0.529 0.512 0.479 0.490
100-3 5100 0.196 4760 0.587 0.621 0.687 0.665 0.540 0.527 0.501 0.509
100-4 5220 0.192 4840 0.582 0.615 0.679 0.657 0.524 0.510 0.485 0.494
100-5 5610 0.178 5040 0.559 0.592 0.657 0.634 0.428 0.414 0.387 0.397
100-6 6020 0.166 5260 0.536 0.569 0.629 0.608 0.375 0.361 0.336 0.345
100-7 6640 0.151 5560 0.501 0.534 0.588 0.569 0.319 0.305 0.283 0.290
100-8 7160 0.140 5790 0471 0.504 0.553 0.536 0.287 0.273 0.253 0.259
50-01 6000 0.167 4970 0.554 0.594 0.667 0.641 0.377 0.362 0.337 0.346
50-02 6270 0.159 5080 0.535 0.573 0.641 0.617 0.359 0.344 0.321 0.329
50-03 6820 0.147 5300 0.498 0.534 0.593 0.572 0.333 0.320 0.301 0.307
50-04 7030 0.142 5440 0.494 0.529 0.582 0.564 0.345 0.331 0.313 0.319
50-05 7190 0.139 5450 0.475 0.510 0.563 0.545 0.323 0.310 0.293 0.298
50-06 7250 0.138 5550 0.482 0.516 0.566 0.549 0.340 0.327 0.309 0.315
50-07 7540 0.133 5560 0.454 0.489 0.536 0.521 0.316 0.302 0.287 0.291
50-08 7830 0.128 5740 0.448 0.482 0.523 0.511 0.326 0.313 0.298 0.302
50-09 8060 0.124 5750 0.424 0.458 0.498 0.487 0.307 0.294 0.280 0.284
50-10 8280 0.121 5810 0413 0.448 0.484 0.475 0.306 0.292 0.280 0.283
50-11 8680 0.115 6100 0413 0.448 0.475 0.471 0.327 0.312 0.301 0.303
50-12 8920 0.112 6180 0.404 0.438 0.462 0.460 0.326 0.312 0.302 0.303
50-13 9580 0.104 6390 0.378 0.413 0.425 0.430 0.325 0.309 0.303 0.301
20-01 6940 0.144 5490 0.532 0.565 0.618 0.600 0.318 0.304 0.273 0.280
20-02 7220 0.138 5610 0.515 0.548 0.597 0.581 0.311 0.297 0.268 0.274
20-03 7890 0.127 5890 0.480 0.513 0.552 0.540 0.302 0.287 0.261 0.265
20-04 7890 0.127 5900 0.480 0.513 0.552 0.541 0.304 0.289 0.263 0.267
20-05 8110 0.123 5990 0.470 0.503 0.539 0.529 0.302 0.287 0.262 0.266
20-06 8470 0.118 6120 0.453 0.486 0.516 0.510 0.299 0.283 0.260 0.262
20-07 8600 0.116 6190 0.449 0.482 0.510 0.505 0.302 0.286 0.263 0.265
20-08 9410 0.106 6510 0.420 0.454 0.468 0.472 0.306 0.287 0.271 0.269
20-09 9680 0.103 6540 0.405 0.440 0.450 0.456 0.300 0.281 0.266 0.263
20-10 9700 0.103 6560 0.402 0.437 0.447 0.453 0.297 0.278 0.264 0.261
20-11 9820 0.102 6610 0.401 0.436 0.444 0.451 0.301 0.282 0.268 0.264
20-12 10330 0.097 6760 0.383 0.419 0.417 0.431 0.302 0.282 0.273 0.266
20-13 10990 0.091 7020 0.370 0.407 0.392 0.414 0.312 0.290 0.289 0.276
20-14 12750 0.078 7670 0.342 0.382 0.328 0.373 0.340 0.312 0.341 0.308
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plotted values demonstrate the relatively low noise in the raw data
and the small effect of density change on the experimental timing.
Figures 15 and 16 provide the corresponding temperature time-
histories and demonstrate the good sensitivity of the two UV laser
diagnostics. Finally, Figs. 17 and 18 show the number density time-
histories and highlight the quantum-state specificity of the UV laser
measurements. A full description of the experimental conditions for
these six experiments can be found in the bold entries of Tables II
and I'V in Appendix B.

APPENDIX B: TABULATED EXPERIMENTAL
CONDITIONS AND CVDV RATE PARAMETERS

The included tables summarize the initial conditions and cou-
pled vibration-dissociation parameters for each experiment
included in this study (Tables II-VII). Tables II-IV contain the
initial post-reflected-shock temperature (T ), initial post-reflected-
shock pressure (P°), test section fill pressure (Pg)) non-ideal pres-
sure rise (dP/dt), incident shock speed (Uj), reflected shock speed
(Uy), and incident shock attenuation as well as establishing a refer-
ence number that is used subsequently. The initial temperature for
both the driver and driven sections was the laboratory room tem-
perature of 296 K, and diaphragm burst pressures ranged from 24
to 57 psi. Finally, the diaphragms were located 10 m from the end
wall with a driver length of 3.3 m.

The bold reference numbers correspond to the plotted absor-
bance, pressure, temperature, and state-specific number density time-
histories (Figs. 3-6 and 13-18). State-specific number density and
vibrational temperature time-histories for each of the other conditions
are available by request. Tables V-VII contain the values for transla-
tional/rotational temperature (T,,), vibrational temperature, (T), and
CVDV rate parameters that were inferred from the experimental
time-histories. The temperature values in Tables V-VII reflect the
plotted values in Figs. 8-12, since the vibrational relaxation time
(1), average vibrational energy loss (¢), vibrational coupling
factor (Z), and dissociation rate constants (kgrOZ and kgro)
were inferred from different portions of the time-histories. Finally,
Table VII contains the values for ¢ and Z inferred using four differ-
ent models for vibrational energy (E,).

DATA AVAILABILITY

The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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